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Stability of Funding Models:

An Analytical Framework

Abstract

We use a simple analytical framework to illustrate the determinants of a financial inter-

mediary’s ability to survive stress events. An intermediary in our framework faces two types

of risk: the value of its assets may decline and/or its short-term creditors may decide not to

roll over their debt. We measure its stability by looking at what combinations of shocks it can

experience while remaining solvent. We study how stability depends on the intermediary’s

balance-sheet characteristics such as its leverage, the maturity structure of its debt, and the

liquidity and riskiness of its asset portfolio. We also show how our framework can be applied

to study current policy issues, including liquidity requirements, discount window policy, and

different approaches to reforming money market mutual funds.
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1 Introduction

The recent financial crisis highlighted the fragility of many financial intermediaries. A large

number of commercial banks, investment banks and money market mutual funds experienced

strains created by declining asset values and a loss of funding sources, as did some market-

based intermediation arrangements such as asset-backed commercial paper. These strains

were severe enough to cause several institutions to fail and others to require extraordinary

public support. In reviewing these events, some arrangements appear to have been more

stable —that is, better able to withstand shocks to their asset values and/or funding sources

—than others.1 The precise determinants of this stability are not well understood. Gaining

a better understanding of these determinants is a critical task for both market participants

and policy makers as they try to design more resilient arrangements and improve financial

regulation.

In this paper, we use a simple analytical framework to illustrate how the characteristics of

an arrangement for financial intermediation (a “funding model”) affect its ability to survive

stress events. There is a large and growing literature on this issue; see [literature review paper

in this issue] for a detailed review. Our aim here is to present an approach that is suffi ciently

general to encompass a wide range of intermediation arrangements, but suffi ciently simple

to illustrate the economic forces at work in a transparent and intuitive way. Our hope is

that this analysis will provide policy makers with a useful starting point for more detailed

evaluations of alternative arrangements and for the analysis of regulatory proposals.

Our framework begins with the simplified balance sheet of a representative financial inter-

mediary. The intermediary holds two types of assets: safe and risky. Safe assets are always

liquid, but risky assets may be illiquid in the short run. On the liability side of its balance

sheet, the intermediary has short-term debt, long-term debt, and equity. This intermediary

faces two types of risk: the value of its assets may decline and/or its short-term creditors may

decide not to roll over their debt. We measure the stability of the intermediary by looking at

what “stress events”it can survive, that is, what combinations of shocks to the value of its

assets and to its funding it can experience while remaining solvent.

We study how the stability of this intermediary depends on various balance sheet charac-

1See [paper on case studies in this issue] for detailed discussion of the experiences of several distinct types

of intermediation arrangements during the crisis.
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teristics such as its leverage, the maturity structure of its debt, and the liquidity and riskiness

of its asset portfolio. Some of the results we derive are straightforward; higher leverage, for

example, always makes the intermediary more vulnerable to shocks. Other results, however,

demonstrate that the determinants of stability can be subtle. For example, lengthening the

maturity structure of the intermediary’s debt tends to make it more resilient to funding

shocks but more vulnerable to shocks to the value of its assets. Holding a safer asset portfolio

can make the intermediary either more or less vulnerable to shocks, depending on the other

characteristics of its balance sheet. Some of these effects are dependent on the characteristics

of both the asset and liability side of the bank’s balance sheet, and one advantage of our

framework is that it allows us to consider the influence of both sides of the balance sheet

simultaneously. We also show how these results and others can be illustrated graphically.

We then show how our framework can be applied to study current policy issues. In

the wake of the crisis, a number of policies related to financial intermediation are being

reconsidered and new regulations are being designed. We show how our framework can help

illustrate the effects of the Basel III Liquidity Coverage Ratio, for example, or to illustrate the

trade-off between raising capital requirements and placing liquidity requirements on banks.

We show that liquidity requirements can have competing effects on stability, making a bank

more resilient to funding shocks but (somewhat counter-intuitively) less resilient to shocks to

the value of its risky assets. We also show how the framework can be used to study discount

window policy, an orderly liquidation authority and different approaches to reforming money

market mutual funds.

Within the growing literature on this topic, our paper is most closely related to Morris

and Shin (2010), which also studies the stability of an intermediary characterized by a simple

balance sheet with two types of assets and three types of liabilities. They define the “illiquidity

component of credit risk”to be the probability that the intermediary will fail because it is

unable to roll over its short-term debt, even though it would have been solvent had the debt

been rolled over. A key diffi culty in any such analysis lies in determining the conditions under

which short-term creditors will and will not choose to roll over this debt. Morris and Shin

(2010) use techniques from the theory of global games to determine creditors’behavior as

part of the equilibrium of their model. We do not try to explain creditor behavior in our

framework; instead, we treat this behavior as exogenous. This approach greatly simplifies the

model and allows us to present an intuitive, largely graphical analysis of the determinants of
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stability. Again, a way to think of our analysis is that it subjects banks to different types of

stress events. In most of our applications, we hold fixed the balance sheet of the bank, and

ask whether the bank is stable for different sizes of short-term creditor runs and declines in

the value of assets. In addition, for example, in one case we hold fixed the shocks to which

the bank is subject and ask what levels of liquid assets and equity would be necessary for the

bank to remain stable. The creditor behavior in our framework is used as a parameter that

generates a certain size of run on the bank. The insights from our analysis are likely to carry

over to more complex models where creditor behavior is endogenous; developing such models

is a promising area for future research.

In the next two sections, we present our baseline model and examine the determinants

of stability within this framework. In Section 4 we adapt the model in order to apply it

to a collection of current policy issues, including the effects of liquidity regulation, discount

window policies, an orderly liquidation authority and approaches to reforming money market

mutual funds. We offer some concluding remarks in Section 5.

2 A simple model

There are 3 dates, labelled t = 0, 1, 2, and a single, representative financial institution. We

refer to this institution as a “bank”for simplicity but, as we discuss below, it can be thought

of as representing a variety of different arrangements for financial intermediation. We begin

by specifying the elements of this bank’s balance sheet.

2.1 The balance sheet

At t = 0, the bank holds m units of a safe, liquid asset, which we call “cash,”and y units of

a risky, long-term asset. Cash earns a gross return r1 between periods 0 and 1 and a gross

return rs between periods 1 and 2. The risky asset yields a random gross return θ if held

until t = 2, but a smaller return τθ if liquidated at t = 1. The realized value of θ is observed

by all agents at the beginning of t = 1.

The bank has issued s units of short-term debt that matures at t = 1 and carries an

interest rate r1. For simplicity, we normalize r1 = 1 throughout the analysis.2 If investors

2Alternatively, we can interpret s, ` and m as the t = 1 values of each variable, including all interest
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choose to roll over this debt, they are promised a gross interest rate of rs to be paid at t = 2.3

The bank also has ` units of long-term debt that matures at t = 2 and carries a gross interest

rate r` > rs. In addition, the bank has an amount e of equity. The bank’s balance sheet thus

has the following form:

Assets Liabilities

m s

y `

e

Short-term debt holders decide whether to roll over their claims at t = 1 after observing

the realized value of θ. If the bank is able to meet its obligations to all debt holders, any

remaining funds at t = 2 are paid to equity holders. If the bank is unable to meet its

obligations, it enters bankruptcy and a fraction of φ of its assets are lost to bankruptcy costs.

The remaining assets are then distributed to debt holders on a pro-rata basis.

We make the following assumptions on parameter values.

Assumption 1: rs < r` <
1
τ
.

This assumption ensures that neither form of financing — long-term or short-term debt —

strictly dominates the other. As will become clear below, 1/τ is the cost of repaying short-

term debt holders who withdraw early and force asset liquidation, while rs is the cost of

repaying short-term debt holders who roll over. Since r` is the cost of repaying a long-term

debt holder, Assumption 1 states that short-term debt is cheaper than long-term debt ex

post if and only if it is rolled over or does not force early liquidation.

Assumption 2: θτ ≤ 1.

This second assumption implies that paying an early withdrawal with cash is always cheaper

than by liquidating the risky asset.

accrued between t = 0 and t = 1.
3Note that, to simplify the analysis, we assume that the promised return on the bank’s short-term debt

is the same as the return it earns on the liquid asset. The framework can be easily generalized by allowing

these returns to differ.
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2.2 Solvency

The bank is solvent if it is able to meet all of its contractual obligations in both periods. The

solvency of the bank will depend on the realized return on its assets as well as the rollover

decisions of the short-term debt holders. Let α denote the fraction of short-term debt holders

who decide not to roll over — that is, to withdraw funding from the bank —at t = 1. If

αs ≤ m, the bank can pay all of these claims from its cash holdings. If αs > m, however, the

bank does not have enough cash to make the required payments and must liquidate some of

the long-term asset.

The matured value of the bank’s remaining assets at t = 2 when αs ≤ m holds is given

by

θy + rs (m− αs) .

In this case, paying out an additional dollar at t = 1 would reduce the bank’s cash holdings

by one unit, lowering the t = 2 value of assets by rs. When αs ≥ m, however, paying out

an additional dollar at t = 1 requires liquidating 1/(τθ) units of the long-term asset, which

lowers the t = 2 value of the bank’s assets by 1/τ . In this case, the matured value of the

bank’s remaining assets at t = 2 can be written as

θ

(
y − αs−m

τθ

)
.

We can combine these two expressions by defining χ(α) to be the marginal cost at t = 2 of

funds used to make t = 1 payments, that is,

χ(α) ≡
{

rs for α ≤ m
s

1/τ for α > m
s

. (1)

The matured value of the bank’s remaining assets at t = 2 can then be written for any value

of α as

θy + χ(α) (m− αs) . (2)

Note that if expression (2) is negative, the bank is actually insolvent at t = 1, as it is unable

to meet its immediate obligations even after liquidating all of its assets. In this case, short-

term debt holders who withdraw funding at t = 1 receive a pro-rata share of the liquidation
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value of the bank’s assets while all other debt holders receive zero. When expression (2) is

positive, short-term debt holders who withdraw funding at t = 1 receive full payment and

the bank is solvent at t = 2 if and only if the matured value of its remaining assets is larger

than its remaining debts, that is,

θy + χ(α) (m− αs) ≥ (1− α)srs + `r`. (3)

Note that solvency of the bank at t = 2 implies that it is also solvent at t = 1.

We can rewrite condition (3) as

θ ≥ srs + `r` + [χ(α)− rs]αs− χ(α)m
y

≡ θ(α). (4)

The variable θ(α) identifies the minimum return on the risky asset that is needed for the bank

to be solvent, conditional on a fraction α of short-term debt holders withdrawing funding and

the remaining (1− α) rolling over their claims. For αs ≤ m, this cutoff value simplifies to

θ(α) =
srs + `r` −mrs

y
≡ θ for all α ≤ m

s
. (5)

When none of the long-term asset is liquidated at t = 1, solvency of the bank depends only

on the t = 2 values of its assets and debts. Within this range, the value of α does not matter

because additional withdrawals at t = 1 reduce the value of the banks’assets and liabilities

by exactly the same amount.

For αs > m, the cutoff becomes

θ(α) =
srs + `r` + [1/τ − rs]αs− (1/τ)m

y
≡ θ∗(α) for all α >

m

s
. (6)

In this case, Assumption 1 implies that θ∗(α) is increasing in α. Additional withdrawals at

t = 1 now force liquidation of the long-term asset and thus reduce the value of the bank’s

assets more than they reduce the value of its liabilities. As a result, a higher return on the

long-term asset is required to maintain solvency. If all short-term creditors withdraw funding,

we have

θ(1) =
s+ τ`r` −m

τy
≡ θ. (7)

If the realized return θ is greater than θ, the bank will be solvent at t = 2 regardless of the

actions short-term debt holders take at t = 1.
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2.3 Stability

We measure the stability of the bank by asking for what combinations of α and θ it remains

solvent. In other words, what “stress events,” in terms of both asset values and funding

conditions, will the bank survive? Figure 1 illustrates the answer by dividing the space of

pairs (α, θ) into four regions. When θ is below θ, the return on the risky asset is so low that

the bank will be insolvent regardless of how many short-term debt holders roll over their

claims. In this case, we say the bank is fundamentally insolvent. When θ is between θ and θ,

the bank will survive if suffi ciently many short-term debt holders roll over their claims, but

will fail if too few do. In the former case, we say the bank is conditionally solvent, meaning

that the fact it remains solvent depends on the realized rollover decisions of the short-term

debt holders. In the latter case, when (α, θ) fall in the triangular region below the red line

in the figure, we say the bank is conditionally insolvent. Finally, when θ is larger than θ, the

bank will be solvent regardless of the actions of the short-term debt holders. In this case we

say the bank is fundamentally solvent.

—Figure 1 here —

In the sections that follow, we ask how the characteristics of the bank’s balance sheet

determine the sizes of the four regions in the diagram in Figure 1. We then use this diagram

to study how various changes and policy reforms would affect the bank’s ability to survive

these stress events.

2.4 Discussion

Our goal is to present an analysis of bank stability that can be largely understood graphically,

using diagrams like that in Figure 1. This approach requires keeping the model simple, so

that the relevant information can be conveyed clearly. One of our key simplifying assumptions

is that the behavior of short-term debt holders is exogenous to the model. In particular, we

assume that the joint probability distribution over the random variables (α, θ) is independent

of the bank’s balance sheet. It is worth noting, however, that short-term debt holders’

incentives are perfectly aligned with the regions in this diagram. Specifically, we show in the

Appendix that an individual short-term debt holder would prefer to roll over her claim at
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t = 1 if and only if the realization of (α, θ) places the bank in one of the two solvency regions

in Figure 1. In this sense, our analysis is at least broadly consistent with optimizing behavior

by debt holders.

There is a large literature that uses equilibrium analysis to study the determinants of

creditor behavior in settings similar to the one we study here. The seminal paper of Diamond

and Dybvig (1983), for example, shows how multiple equilibria can arise in the game played

by a bank’s depositors, one in which they leave their funds deposited and the bank survives,

and another in which they withdraw their funds and the bank fails. The subsequent literature

has debated the extent to which historical banking panics were driven by this type of self-

fulfilling beliefs or by real shocks that made banks fundamentally insolvent.4 Other papers

have aimed to uniquely determine creditor behavior within the model in order to pin down

the set of states in which insolvency occurs.5 We do not attempt to contribute to either

of these debates here. Instead, we take an intentionally agnostic view of creditor behavior:

the fraction of short-term creditors who withdraw funding is random and is determined by

factors outside of our simple model. Doing so allows us to focus on our question of interest

—the determinants of a bank’s ability to survive stress events —with minimum of technical

complication.

3 Determinants of bank stability

In this section, we investigate how the stability of the bank depends on the parameters of

the model. We begin by examining how the solvency regions in Figure 1 depend on two

characteristics of the bank’s liabilities: its leverage and the maturity structure of its debt.

We then evaluate the effects of changing two asset-side characteristics: the liquidation value

of the risky asset and the composition of the bank’s asset portfolio.

4See, for example, Gorton (1988), Saunders and Wilson (1996), Allen and Gale (1998) and Ennis (2003).
5Contributions on this front include Postelwaite and Vives (1987), Chari and Jagannathan (1988) and

Goldstein and Pauzner (2005).
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3.1 Leverage

Let d ≡ s+ ` denote the bank’s total amount of debt and let

σ ≡ s

s+ `
(8)

denote the fraction of this debt that is short-term. We normalize the total size of the bank’s

balance sheet to 1, so that the amount of equity is given by e = 1 − d. We can then write
the quantities of short-term and long-term debt, respectively, as

s = σ(1− e) and ` = (1− σ)(1− e).

To examine the effect of leverage, we hold the maturity structure σ of the bank’s debt fixed

and vary the amount of equity e.

Using this modified notation, the cutoff value θ below which the bank is fundamentally

insolvent, as defined in equation (5), can be written as

θ =
[σrs + (1− σ) r`] (1− e)− rsm

y
. (9)

This cutoff is strictly decreasing in e: more equity (that is, lower leverage) reduces the size

of the fundamental insolvency region because there is less total debt that must be repaid.

In the region where αs > m and the bank must liquidate assets at t = 1, the critical value

separating conditional solvency and insolvency defined in equation (6) can be written as

θ∗(α) =

[
σ
(
α 1
τ
+ (1− α) rs

)
+ (1− σ) r`

]
(1− e)− 1

τ
m

y
. (10)

This cutoff is also strictly decreasing in e, for exactly the same reason. The changes in

these two solvency boundaries are depicted in Figure 2, where an increase equity (that is, a

decrease in leverage) corresponds to a move from the red curve to the blue one. The figure

demonstrates that lower leverage strictly reduces the bank’s insolvency risk by making it

better able to withstand shocks to both its asset values and its funding. In other words,

lower leverage is associated with unambiguously greater stability.

—Figure 2 here —
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The sensitivity of the solvency threshold θ∗(α) to additional withdrawals is given by the

derivative

dθ∗(α)

dα
=
σ
(
1
τ
− rs

)
(1− e)

y
. (11)

This derivative corresponds to the slope of the line separating the conditionally solvent and

conditionally insolvent regions in the figure. The slope is positive because additional with-

drawals reduce the value of the bank’s remaining assets by more than they reduce the value

of its remaining liabilities, effectively increasing the debt burden at t = 2. Notice, however,

that the slope is decreasing in e. Holding more equity (and less debt) reduces the sensitivity

of the debt burden to withdrawals and thus also reduces the sensitivity of the conditional

solvency threshold to withdrawals. In other words, lower leverage makes the slope of the

solvency boundary flatter, as depicted in Figure 2.

3.2 Maturity structure of debt

Next, we study the effects of changing the maturity structure of the bank’s debt. Recall from

equation (8) that σ measures the fraction of the bank’s debt that is short term. Our interest

is in how changing σ, while holding equity e and total debt d fixed, affect the bank’s ability

to survive stress events.

The cutoff value θ below which the bank is fundamentally insolvent was given in equation

(9). Assumption 1 states that r` > rs and, hence, this cutoff is strictly decreasing in σ. In

other words, lengthening the average maturity of the bank’s debt (by shifting some from

short-term to long-term) makes the bank more likely to become fundamentally insolvent.

Intuitively, long-term debt is more costly than short-term debt and, therefore, lengthening

the average maturity increases the bank’s total debt burden at t = 2. The higher debt burden,

in turn, implies that a higher return θ on the risky asset is required to avoid insolvency. This

change is illustrated in Figure 3, which shows the effect of lowering the quantity of short-term

debt from s to s′ while increasing the quantity of long-term debt by the same amount. For

returns in the interval (θ, θ′), the bank will now be fundamentally insolvent, whereas it would

have potentially been solvent with the higher level of short-term debt s.

—Figure 3 here —
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Figure 3 also highlights two countervailing effects of decreasing short-term debt. First,

the cutoff point m/s increases, meaning that the bank can withstand a larger funding shock

(α) without having to liquidate any of its long-term assets. In addition, the slope of the

solvency boundary in the region where α > m/s becomes flatter. This slope was given in

equation (11) and —because 1/τ > rs —is easily seen to be increasing in σ. Taken together,

these two changes imply that decreasing the bank’s short-term debt shrinks the conditional

insolvency region in the diagram. For any given funding shock α, a bank with less short-term

debt will have less need to liquidate assets at t = 1 and is thus less likely to become insolvent

due to the loss of funding.

Our framework thus demonstrates how changing the maturity structure of a bank’s debt

has two, competing effects on its ability to survive stress events. Having less short-term debt

makes the bank less vulnerable to funding shocks by decreasing its dependence on the actions

of short-term debt holders. At the same time, however, it also increases the bank’s total debt

burden at t = 2 and, therefore, increases the likelihood that the return on the bank’s assets

will be insuffi cient to cover these debts. Put differently, a bank financed largely by long-term

debt and equity is protected from the conditional insolvency caused by a loss of funding

from short-term debt holders. However, it is also clear that long-term debt is not equivalent

to equity and increasing the long-term debt burden can raise the likelihood of fundamental

insolvency.

Which of these two effects is larger will depend on a variety of factors, including liquidation

costs, the interest cost differential between long-term and short-term debt, and the probability

of a significant loss of short-term funding. These factors are likely to vary across different

types of banks and may be time-varying as well. A key takeaway from our analysis, however,

is that having banks or other financial intermediaries lengthen the maturity structure of their

liabilities does not necessarily make them more stable or less likely to become insolvent.

Instead, the benefits from having lower rollover risk must be balanced against the costs

associated with a higher debt burden. The framework we present here provides a natural

starting point for more detailed analysis of these costs and benefits in specific contexts.
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3.3 Liquidation value

We now turn to the characteristics of the bank’s asset holdings and ask how the solvency and

insolvency regions in Figure 1 depend on the liquidation value τ . Equation (5) demonstrates

that the bound for fundamental insolvency, θ, is independent of τ . This lower bound repre-

sents a scenario in which the bank has enough cash to pay short-term debt holders who do

not roll over at t = 1, so that no liquidation is needed and the value of τ has no effect on the

bound.

Looking next at the threshold for conditional solvency in equation (6), we have

dθ∗(α)

dτ
= −αs−m

τ 2y
< 0.

We know this expression is negative because θ∗(α) applies only in the region where αs > m.

This result demonstrates that for all such values of α, the threshold value θ∗ is strictly

decreasing in τ .

Figure 4 illustrates this result. The red curve corresponds to the baseline value of τ used

in the previous figures. If the liquidation value is lower, such as at τlow, the curve shifts to

that depicted in blue. For values of α smaller than m/s, there is no change in the threshold

value θ∗ because no liquidation takes place; insolvency in this case is determined solely by the

period-2 value of assets and liabilities. For higher values of α, however, the threshold value

θ∗ becomes larger (shifts up in the figure) because payments made to short-term creditors

are now more expensive in terms of period-2 resources. As the figure shows, shifting to τlow
shrinks the region of conditional solvency and expands the region of conditional insolvency.

—Figure 4 here —

If the liquidation value rises, on the other hand, the threshold value of θ∗ falls (shifts down

in the figure) and the solvency region becomes larger. The extreme case is where τ = 1/rs,

which means that liquidating the long-term asset is no more costly than using cash to pay

investors at t = 1. In this case, the threshold value θ∗ is equal to θ for all values of α. The

curve separating the solvency and insolvency regions in this case corresponds to the dashed

black line in Figure 4 —the bank is solvent for values of θ above θ and insolvent for values

below θ, regardless of the value of α.
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3.4 Liquidity holdings

We now study the effect of changing the composition of the bank’s asset holdings. We again

normalize the size of the bank’s balance sheet to 1, so that we have m + y = 1. Both

the critical value θ for fundamental insolvency and the critical value θ∗(α) for conditional

insolvency depend on the composition of the bank’s assets. Substituting in y = 1 −m into

equations (5) and (6), these two critical values become

θ =
srs + `r` − rsm

1−m (12)

and

θ∗(α) =
s
(
α 1
τ
+ (1− α) rs

)
+ `r` − 1

τ
m

1−m . (13)

Looking first at the critical value for fundamental insolvency, the effect of increasing cash

and decreasing risky asset holdings by the same amount is given by

dθ

dm
=
θ − rs
1−m.

This expression is negative, and hence the risk of fundamental insolvency is reduced by a

more liquid asset portfolio, if and only if θ < rs. Intuitively, if θ is less than rs then, at the

insolvency boundary, the return on the risky asset is lower than the return on cash, which

means that having more cash raises the bank’s total return on assets. In this case, insolvency

risk is decreasing in liquidity holdings. However, if θ > rs then the risky asset pays offmore

than cash at the insolvency boundary and holding more cash lowers the bank’s total return on

assets. In this case, insolvency risk is increasing in liquidity holdings. These two possibilities

are illustrated in Figure 5.

—Figure 5 here —

To see when this latter case of “harmful liquidity”applies, we can use the expression for

θ in (12) to show that θ > rs if and only if

srs + `r` > rs.
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This condition is more likely to be satisfied, first, when total debt s+ ` is large and, second,

when ` is large relative to s for given total debt. Since we have fixed the size of the balance

sheet to s + ` + e = 1, this means situations with high leverage and/or long debt maturity,

respectively. The intuition for this result is as follows: Cash has return rs which is less than

the interest rate on long-term debt r`. The only way to repay long-term debt is with assets

that pay a higher return than cash. A bank with little equity and a large amount of long-term

debt therefore increases its risk of fundamental insolvency if it shifts to a more liquid asset

portfolio.

We now turn to the effect of asset composition on the risk of conditional insolvency. Using

(13), we have

dθ∗(α)

dm
=
θ∗(α)− 1

τ

1−m . (14)

Similar to above, the effect of liquidity on conditional insolvency risk depends on the relative

returns of risky assets and cash at the insolvency boundary. However, now the effective return

to holding an extra unit of cash is 1
τ
> rs because it saves on the liquidation of long-term

assets at t = 1. Using the expression for θ∗(α) in equation (13), we can show that the

derivative in (14) is always negative. First, (13) implies that θ∗(α) < 1
τ
holds if and only if

s

(
α
1

τ
+ (1− α) rs

)
+ `r` <

1

τ
. (15)

Note that the left-hand side of condition (15) is increasing in α, meaning that the condition is

harder to satisfy with higher values of α. Setting α = 1 and using the fact that s+ `+ e = 1,

the condition simplifies to(
1

τ
− r`

)
`+

1

τ
e > 0,

which holds because Assumption 1 states that r` < 1/τ . Since condition (15) is satisfied for

α = 1, it is also satisfied for any α < 1. We can, therefore, conclude that dθ∗(α)/dm < 0,

that is, extra liquidity unambiguously reduces the risk of conditional insolvency.

Looking at how liquidity holdings affect the slope of the conditional solvency threshold,

we have

dθ∗(α)

dα
=
σ
(
1
τ
− rs

)
(1− e)

1−m .
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Recall that the slope dθ∗(α)/dα represents the sensitivity of the solvency threshold θ∗(α) to

additional withdrawals. Because we are in the region where some long-term assets must be

liquidated at t = 1, additional withdrawals reduce the value of the bank’s remaining assets by

more than they reduce the value of its remaining liabilities, increasing its debt burden at t = 2.

Meeting this higher debt burden requires a higher total return on assets
(
θ (1−m) + 1

τ
m
)
.

Holding a more liquid asset portfolio reduces the sensitivity of this total payoff to the asset

payoff θ, meaning that a larger change in θ is required to meet the higher debt burden. In

other words, a more liquid portfolio makes the conditional solvency threshold more sensitive

to additional withdrawals: the slope gets steeper.

These different effects of liquidity on bank stability are all present in Figure 5. Where

insolvency is conditional —that is, the boundary has positive slope —the curve shifts down

and becomes steeper: more liquidity reduces insolvency risk but increases the sensitivity to

withdrawals. Where insolvency is fundamental —and the boundary is horizontal —the line

can shift up or down: more liquidity can reduce the risk of fundamental insolvency but can

also increase it if leverage is high and/or debt maturity is long.

3.5 Discussion

The results in this section have shown how the determinants of a bank’s ability to survive

stress events are often intuitive, but can sometimes be rather subtle. Decreasing leverage,

for example, clearly improves stability, since it decreases both the probability of fundamental

insolvency and the probability of conditional insolvency. Having a higher liquidation value

for assets also unambiguously improves stability. While this change has no effect on the

likelihood of a bank becoming fundamentally insolvent, it always reduces the likelihood of

conditional insolvency.

For other changes in balance sheet characteristics, however, a trade-off can arise in which

improving stability in one dimension tends to undermine it in the other. Lengthening the

average maturity of a bank’s debt lowers the probability of conditional insolvency, for example,

but raises the probability of fundamental insolvency. In other words, this change tends to

make the bank better able to withstand shocks to its short-term funding sources, but less

able to withstand negative shocks to the value of its assets. Shifting the composition of the

bank’s assets toward the safe, liquid asset also tends to lower the probability of conditional
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insolvency, but can either raise or lower the probability of fundamental insolvency. In cases

like this where the results are ambiguous, our framework helps illustrate the sources of this

ambiguity and when a trade-off is most like to arise. Increasing the bank’s liquid asset

holdings is most likely to raise the probability of fundamental insolvency when the bank is

highly leveraged or has a large amount of long-term debt.

In the next section, we build on the results presented so far to study a range of current

policy issues. In each case, we study how a particular change or policy proposal would affect

the balance sheet characteristics of the relevant financial intermediaries. We then derive the

corresponding changes in the solvency regions of our diagram and interpret the results.

4 Applications

In this section, we utilize our framework to analyze a series of current policy issues. First,

we analyze the effect of liquidity and capital on stability and the trade-off between the

two. We then study the effects of policy tools such as a liquidity coverage ratio, discount

window lending and orderly liquidation authority. Another issue we analyze is the effect

of encumbered assets on bank stability. As a specific intermediation structure, we focus on

money market mutual funds and various policy proposals to make them more stable. Finally,

we analyze the stability of asset backed commercial paper structures, which illustrate an

interesting case with their asset structure and heavy reliance on short-term debt.

4.1 Liquidity vs. capital

First, we study the trade-off between liquidity holdings (on the asset side) and equity capital

(on the liability side) on bank stability. As in Sections 3.1 and 3.4, we normalize the size

of the bank’s balance sheet to 1 so that y + m = 1 on the asset side and s + ` + e = 1

on the liability side and then denote the fraction of short-term debt by σ ≡ s/(s + `). We

take α and θ as given and study bank solvency for different combinations of m and e. Note

the difference from the analysis before, where we took m and e as given and studied bank

solvency for different combinations of α and θ.

As before, one of two solvency conditions will be relevant, depending on whether the bank

is facing fundamental insolvency or conditional insolvency. The distinction is whether the
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bank has to liquidate assets to satisfy withdrawals or not, that is, ασ (1− e) ≷ m. This

condition divides the m-e space into two regions with the dividing line given by:

e = 1− 1

ασ
m.

Figure 6a illustrates the two regions. For combinations (m, e) above and to the right of the

line, the bank has enough cash to pay all withdrawing creditors so it is either fundamentally

solvent or fundamentally insolvent. For combinations (m, e) below and to the left of the

line, the bank is forced to liquidate assets so it is either conditionally solvent or conditionally

insolvent.

—Figure 6a here —

We start with the region of conditional solvency/insolvency where the solvency constraint

is given by:

θ (1−m) + 1
τ
m ≥

[
σ

(
α
1

τ
+ (1− α) rs

)
+ (1− σ) r`

]
(1− e) .

To depict this solvency threshold in the m-e space we solve for e:

e = 1−
θ (1−m) + 1

τ
m

σ
(
α 1
τ
+ (1− α) rs

)
+ (1− σ) r`

.

For a given level of withdrawals α and a given asset payoff θ, this line is the solvency threshold

in terms of liquidity m and capital e. Therefore it represents the trade-off between different

combinations of liquidity and capital that keep the bank on the solvency threshold. To

illustrate this trade-off, we note that the slope of the line is:

de

dm
=

θ − 1
τ

σ
(
α 1
τ
+ (1− α) rs

)
+ (1− σ) r`

< 0.

The slope is negative since θτ < 1 by Assumption 2. This implies that liquidity and capital

are substitutes: An increase in liquidity holdings can compensate for a decrease in capital

while maintaining the same level of bank stability. The red line in Figure 6b represents this

threshold between conditional solvency and conditional insolvency.
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—Figure 6b here —

We now turn to the region of fundamental solvency or insolvency. Here the solvency

constraint is given by:

θ (1−m) + rsm ≥ [σrs + (1− σ) r`] (1− e)

Again we solve for e to depict the solvency threshold in the m-e space:

e = 1− θ (1−m) + rsm

σrs + (1− σ) r`
.

To illustrate the trade-off between liquidity and capital we derive the slope of the solvency

threshold:

de

dm
=

θ − rs
σrs + (1− σ) r`

.

The sign of the slope depends on the relative size of θ and rs. For low asset payoffs θ < rs the

slope is negative so that liquidity and capital are substitutes as in the region of conditional

solvency and insolvency. The blue line in Figure 6b illustrates this trade-off.

For any asset payoff θ > rs however, the slope is positive as illustrated by the purple

line in Figure 6b. This implies that liquidity and capital are complements so an increase

in liquidity holdings requires an increase in capital for the bank to maintain the same level

of stability. The intuition for this case is similar to the situation of “harmful liquidity” in

Section 3.4. If the assets pay off more than cash, higher liquidity holdings reduce the bank’s

total payoff and therefore weaken its solvency position. To compensate, the bank has to hold

more capital.

4.2 Liquidity coverage ratio

The new regulatory framework proposed by Basel III introduces new liquidity requirements

for banks through the Liquidity Coverage Ratio (LCR) and the Net Stable Funding Ratio

(NSFR). In particular, LCR requires banks to hold suffi cient high-quality liquid assets to cover

their total net cash outflows over 30 days under a stress scenario, whereas NSFR requires the

available amount of stable funding to exceed the required amount of stable funding over a

one-year period of extended stress.
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In this section, we analyze the potential effects of LCR on bank stability. In particular, we

focus on a liquidity requirement where banks are required to hold high quality liquid assets at

least a fraction γ of their short-term liabilities s, that is, m ≥ γs. Since holding liquid assets

entails opportunity costs in terms of forgone investment opportunities in the risky asset,

we assume that this requirement will be binding, that is, banks will hold m = γs on their

balance sheet. We analyze the effect of making the liquidity requirement more strict, that is

increasing γ. This would qualitatively have a similar effect as increasing liquidity holdings m

as analyzed in Section 3.4. In particular, we obtain for the fundamental insolvency threshold:

θ =
srs(1− γ) + `r`

1− γs ,

which implies

dθ

dγ
=
s (θ − rs)
1− γs .

Analogous to Section 3.4, if the critical value θ is less than the return on cash rs then the

risk of fundamental insolvency is decreasing in the liquidity requirement; at the insolvency

boundary, the assets pay off less than cash so having more cash is better than having more

assets. However, if instead θ > rs, then fundamental insolvency risk is increasing in the

liquidity requirement; the assets pay offmore than cash at the insolvency boundary so having

more cash is worse than having more assets. As discussed in Section 3.4, this possibility of

liquidity regulation being harmful is more likely for institutions with high leverage and/or

long debt maturity.

In the case of not enough cash to pay for withdrawals and therefore liquidation (αs ≥ m),

the critical value for conditional solvency is

θ∗(α) =
s
(
α 1
τ
+ (1− α) rs

)
+ `r` − 1

τ
γs

1− γs
The overall effect of γ on θ∗(α) is again most clearly illustrated by the following:

dθ∗(α)

dγ
=
s
(
θ∗(α)− 1

τ

)
1− γs .

As in Section 3.4, we can show that θ∗(α) < 1
τ
and therefore the risk of conditional insolvency

is unambiguously reduced by stricter liquidity requirements. Finally, looking at the slope of

θ∗(α),

dθ∗(α)

dα
=
s
(
1
τ
− rs

)
1− γs ,
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we see that making the liquidity requirement more strict (increasing γ) strictly increases the

sensitivity of the critical value to withdrawals. The effects are analogous to the effects of

increasing m, which are illustrated in Figure 5.

4.3 Discount window

Next, we study the effects of a central bank discount window (DW). We assume that in period

1 a bank can borrow from the central bank’s DW at an interest rate rd ≥ rs but has to pledge

assets as collateral subject to a haircut hd.

Since the DW doesn’t address issues of fundamental insolvency, the threshold θ remains

unchanged from the benchmark setting:

θ =
srs + `r` −mrs

y
.

However, when facing conditional insolvency, that is once the bank runs out of cash (αs > m),

it can access the DW to borrow the shortfall d = αs −m. However, due to the haircut hd,
DW borrowing is constrained:

d ≤ (1− hd) θy.

Substituting in for d, this is a constraint on α and θ:

αs−m ≤ (1− hd) θy. (16)

As long as the shortfall is not too large, the bank can use the DW loan to pay all withdrawals

in period 1.

In period 2 the bank receives back the assets it pledged but has to pay off the DW loan

in addition to the long-term creditors and the remaining short-term creditors. The solvency

condition in period 2 is therefore:

θy ≥ (1− α) srs + `r` + drd.

Substituting in for d, this condition becomes:

θy ≥ srs + `r` −mrd + (rd − rs)αs. (17)
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Hence, the DW entails two constraints on the rate of withdrawals α and the asset return

θ. Constraint (16) is a “period-1 constraint” since it limits the DW borrowing capacity in

period 1 when the bank has to meet withdrawals. If α is too high or θ is too low so that

(16) is violated the bank can’t survive period 1 even if it pledges all its assets to the DW.

This borrowing constraint is represented by the blue line in Figure 7a. Only for combinations

(α, θ) above and to the left of the blue line can the bank meet all withdrawals in period 1

with cash and DW borrowing.

—Figure 7a here —

Constraint (17) is a “period-2 constraint”since it gives the solvency condition in period

2 which is similar to the standard case. The key difference is that with DW access the bank

regains the assets it pledged as collateral but has to pay of an additional loan. This solvency

constraint is represented by the green line in Figure 7a. The DW solvency constraint is very

similar to the market solvency constraint in the benchmark case. The difference is that using

the DW the bank doesn’t have to sell assets but incurs an additional liability. The solvency

constraint imposed by the DW is flatter than the one imposed by the market —implying a

larger solvency region —as long as rd < 1
τ
, i.e. as long as the DW interest rate is small relative

to the fire sale discount.

The combination of both DW constraints separates the solvency from the insolvency

region with the stricter constraint forming the boundary at every point. To the left of the

intersection of the two constraints the solvency constraint is binding while to the right of the

intersection the borrowing constraint is binding.

Figure 7b compares two different DW policies (hd, rd) and (h′d, r
′
d); the first policy is

stricter while the second policy is more lenient: hd > h′d and rd > r′d. The lower haircut and

lower interest rate of the more lenient policy imply flatter slopes for the borrowing constraint

and the solvency constraint, respectively. The solvency region is therefore strictly larger for

the more lenient policy.

—Figure 7b here —
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4.4 Orderly liquidation authority

This sections studies the effect of the Orderly Liquidation Authority (OLA), which can place

a bank in receivership. We assume that the regulator can observe both α and θ, and decides

on whether or not to trigger an action for the OLA. In particular, when the regulator observes

both the level of withdrawals α and the asset fundamental θ, it can prevent any conditional

insolvency due to withdrawals, leaving only fundamental insolvency.

Under this policy the OLA is activated whenever the combination (α, θ) is in the region

of conditional insolvency of Figure 1, that is, when α > m/s and θ < θ∗(α). When the OLA

is activated it restricts withdrawals to the maximum level consistent with solvency, i.e. it

only allows payouts in period 1 to α1 of short-term creditors implicitly defined by

θ = θ∗(α1).

The remaining withdrawals α2 = α−α1 have to wait until period 2 to get their payout, they
are effectively forced to roll over together with the remaining 1−α short-term creditors who
do not withdraw at t = 1.

As illustrated in Figure 8, this OLA policy moves any point (α, θ) in the conditional

insolvency region to a point (α1, θ) on the solvency boundary. It is important to note that

since the result of the OLA is a point on the solvency boundary, equity holders are completely

wiped out under this policy.

—Figure 8 here —

4.5 Asset encumbrance

We can use our framework to study the effect of asset encumbrance on bank stability.6 For

simplicity we assume that the bank has only short-term debt, some of which is collateralized

debt c, the remainder is uncollateralized debt u. Both have the same interest rate r1 = 1

between t = 0 and t = 1 and potentially different interest rates rc and ru, respectively,

6See Perotti (2010) for a discussion of the risks originating in collateralized funding. For theories on the

use of collateral see, e.g. Bester (1985), Geanakoplos (2003) or Hart and Moore (1994).
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between t = 1 and t = 2. On the asset side, we assume that the bank only holds long-term

assets, y = 1, a fraction x ∈ [0, 1] of which is encumbered as collateral for the debt c. The
bank’s balance sheet therefore has the following form:

Assets Liabilities

x c

1− x u

e

For a given haircut h the fraction x of assets that is encumbered is determined by the

following condition:

E[θ] (1− h)x = crc, (18)

so that the expected value of the collateral in period 0 net of the haircut has to be suffi cient

to cover the secured creditors’claim. The key feature of encumbered assets is that they are

not immediately available to satisfy claims of uncollateralized borrowers, even if they cover

more than the claims of collateralized borrowers (θx > crc).

Denoting the fraction of uncollateralized lenders who withdraw at t = 1 by α, the bank’s

solvency constraint in t = 2 becomes:

θ (1− x)− αu1
τ
≥ (1− α)uru.

This condition states that the payoff of the unencumbered assets net of t = 1 liquidations

has to be suffi cient to repay the remaining unsecured lenders at t = 2.

Substituting in for x using equation (18) we can solve for the critical value:

θ∗(α) =
αu 1

τ
+ (1− α)uru
1− crc

E[θ](1−h)
.

We see that the critical value θ∗(α) is increasing in the haircut h: With a higher haircut, more

of the bank’s assets are encumbered and fewer are immediately available to satisfy unsecured

claims which increases the risk of bank failure.
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Keeping in mind that u = 1 − e − c, we can differentiate the critical value θ∗(α) with

respect to the amount of collateralized debt to get:

dθ∗(α)

dc
=
−
(
α 1
τ
+ (1− α) ru

) (
1− (c+u)rc

E[θ](1−h)

)
(
1− crc

E[θ](1−h)

)2
> 0 ⇔ x

1− x >
c

u
.

This implies that replacing uncollateralized funding with collateralized funding increases the

critical value and therefore insolvency risk if and only if the ratio of encumbered to unen-

cumbered assets is greater than the ratio of collateralized to uncollateralized funding. The

reason is that the explicit overcollateralization of secured funding due to haircuts reduces the

implicit collateral for unsecured funding. Figure 9 illustrates the effects of secured funding for

bank stability; for higher haircuts and/or greater reliance on secured funding, the solvency

region shrinks (curve shifts up).

—Figure 9 here —

4.6 Money market mutual funds

Money market mutual funds (MMMFs) typically attract highly risk-averse shareholders.

Their liabilities are mostly short-term that can be claimed at short notice, so that s = 1. On

the asset side they have mostly safe assets, that is, the asset side of the balance sheet would

have a high value for m, and a relatively small value for y. An important feature of a MMMF

is that when its net asset value (NAV) drops below $1 per share, the fund “breaks the buck.”

Hence, our analysis focuses on when a MMMF breaks the buck, which would be analogous

to a bank being insolvent in the benchmark case.7

Using our benchmark framework, we can find the threshold values for θ as follows. Suppose

that a fraction α of creditors redeem at t = 1, whereas the remaining 1 − α wait until

t = 2. Note that the fund can pay all creditors 1 unit and does not break the buck when

7In a recent paper, Parlatore Siritto (2012) develops a general equilibrium model of MMMFs and analyzes

the effect of recently proposed regulations on liquidity provided by these funds and their fragility.
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θy + χ(α) (m− α) ≥ 1 − α. Note the difference between this case and an intermediary’s

solvency constraint, where the MMMF does not break the buck when it can pay all creditors

a minimum gross return of 1, whereas the intermediary has to pay the promised interest to

the creditors to be solvent. This gives us

θ ≥ 1− α− χ(α) (m− α)
y

≡ θ∗(α).

If α ≤ m, the fund can pay all early claims from its cash holdings so that χ(α) = rs. For

α > m, the fund does not have enough cash for all early claims and needs to liquidate some

of the risky asset so that χ(α) = 1/τ . Hence, we obtain

θ∗(α) ≡
{

1−α−rs(m−α)
y

for α ∈ [0,m]
1−α−(1/τ)(m−α)

y
for α ∈ (m, 1]

, (19)

which is illustrated in Figure 10a.8

Note that, if all creditors redeem at t = 1, that is, for α = 1 we have θ∗(1) = 1
τ
≡ θ. If the

realized return from the risky asset is high enough, that is, for θ ≥ θ, the fund never breaks

the buck at t = 2 regardless of the actions creditors take at t = 1.

—Figure 10a here —

4.6.1 Reform proposals

While MMMFs have performed well historically and are preferred by investors for their stabil-

ity, during the recent crisis, Reserve Primary Fund broke the buck after the failure of Lehman

Brothers. This, in turn, affected financial markets significantly. Since then there has been

some debate and reform proposals to increase the stability of MMMFs. McCabe, Cipriani,

Holscher and Martin (2012) develop a reform proposal for MMMFs called “minimum balance

at risk.”The proposal implies that a creditor can only redeem up to a fraction 1− µ of the
claims early and the remaining fraction µ becomes a junior debt claim at t = 2 (or an equity

claim as we analyze in section 4.6.1). In that case, the balance sheet of the fund effectively

looks as follows:
8Figure 10a illustrates the case where mrs > 1.
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Assets Liabilities

m s = 1− µ
y ` = µ

e = 0

.

At t = 1, the realization of withdrawals is α (1− µ). At t = 2, the creditors that redeemed
at t = 1 are owed `J = αµ, where `J represents junior debt. The creditors who did not redeem

at t = 1 are owed `S = 1−α, where `S represents senior debt. The balance sheet of the fund
looks as follows after the withdrawal decisions at t = 1:

Assets Liabilities

m s = α (1− µ)
y `S = 1− α

`J = αµ

e = 0

.

The fund does not break the buck at t = 2 if and only if it can pay a return of 1 to all

creditors, that is, when θy + χ(α) (m− α (1− µ)) ≥ αµ+ 1− α, which gives us

θ∗R(α) =
αµ+ 1− α− χ(α) (m− α (1− µ))

y
.

If α (1− µ) ≤ m, the fund can pay all of the early claims from its cash holdings so that

χ(α) = rs. When α (1− µ) > m, the fund needs to liquidate some of its risky assets so that

χ(α) = 1/τ . Hence, we obtain

θ∗R(α) ≡
{

αµ+1−α−rs(m−α(1−µ))
y

for α ∈ [0, m
1−µ ]

αµ+1−α−(1/τ)(m−α(1−µ))
y

for α ∈ ( m
1−µ , 1]

, (20)

which is illustrated in Figure 10b, along with the critical regions for the MMMFs characterized

in equation (19).

—Figure 10b here —
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Next, we analyze the effect of the reform proposal on the stability of MMMFs. Note that

the region over which the fund can use its cash holdings for the early withdrawals is larger

in this case since m < m
1−µ . We can also show that

θ∗R(α) = θ∗(α)− αµ (χ(α)− 1)
y

< θ∗(α).

In the region where α ∈ (m, m
1−µ ] the slope of θ

∗, which is 1/τ , is larger than the slope of

θ∗R, which is rs. Hence, with the reform proposal the region over which the MMMF breaks

the buck shrinks as illustrated in Figure 10b. The reason for this is that the reform proposal

limits the amount that can be redeemed early and hence mitigates the adverse effect of early

withdrawals by lowering the amount of the risky asset the fund has to liquidate. This, in

turn, makes it less likely that the fund breaks the buck.

Equity versus junior debt A variant of the proposal is that the creditors who redeem

at t = 1 become equity holders, rather than junior debt holders at t = 2. In that case the

balance sheet looks as follows after the withdrawal decisions:

Assets Liabilities

m s = α (1− µ)
y ` = 1− α

e = αµ

.

Hence, the withdrawals at t = 1 help create an equity buffer, which makes it harder for

the fund to break the buck. The fund does not break the buck at t = 2 if and only if

θ ≥ 1− α− χ(α) (m− α (1− µ))
y

≡ θ∗E(α).

Note that if α (1− µ) ≤ m, the fund can pay all of early claims from its cash holdings so

that χ(α) = rs. When α (1− µ) > m, the fund needs to liquidate some of its risky assets so

that χ(α) = 1/τ . Hence, we obtain

θ∗E(α) ≡
{

1−α−rs(m−α(1−µ))
y

for α ∈ [0, m
1−µ ]

1−α−(1/τ)(m−α(1−µ))
y

for α ∈ ( m
1−µ , 1]

, (21)

which is illustrated in Figure 10c.
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—Figure 10c here —

The important difference between this proposal and the first proposal, where the creditors

who redeem at t = 1 become junior debt holders at t = 2, is that, in this case, early

withdrawals generate an equity cushion so that the region over which the fund does not

break the buck widens. In particular, we have

θ∗E(α) = θ∗R(α)−
αµ

y
.

Hence, the region over which the fund breaks the buck shrinks further under the second

proposal.

4.7 Asset backed commercial paper structures

Asset-backed commercial paper (ABCP) is a form of secured, short-term borrowing. Prior to

the crisis, ABCP was widely issued by off-balance-sheet conduits of large financial institutions.

These conduits increasingly held long term assets, thus becoming significant vehicles of matu-

rity transformation. In order to enhance their attractiveness, they relied on both credit and

liquidity guarantees, typically provided by the sponsoring institutions. The ABCP market

experienced significant distress starting in August 2007 as a result of increasing uncertainty

about the quality of assets backing commercial paper issuance. This enhanced uncertainty,

coupled with the pronounced maturity mismatch of conduits’balance sheets, triggered a run

on their liabilities (Covitz, Liang and Suarez, 2009).

Here we use our framework to illustrate the insolvency risk associated with ABCP struc-

tures. Compared to MMMFs with their highly safe asset holdings, this illustrates an inter-

esting case at the opposite end of the spectrum. ABCP structures typically have long term

(risky) assets backing their short-term funding. Hence, the balance sheet of an ABCP conduit

would look as follows:

Assets Liabilities

y = 1 s = 1

` = 0

e = 0
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Furthermore, the ABCP conduit would have a credit and/or liquidity enhancement from

a sponsoring institution. First, let’s focus on the ABCP conduit solely, leaving aside the

effect of the credit and liquidity enhancements.

Note that the ABCP conduit does not hold any cash so that all early claims should be paid

by liquidating the risky asset. Using our framework, we can show that the ABCP conduit is

solvent at t = 2 if and only if θ
(
1− α

θτ

)
≥ (1− α) rs, which gives us

θ ≥ (1− α) rs +
α

τ
≡ θ∗(α).

If all creditors rollover their debt at t = 1, that is, when α = 0, the ABCP conduit is solvent

when θ ≥ rs ≡ θ. If no creditor rolls over their debt at t = 1, that is, when α = 1, we obtain

θ∗(1) = 1
τ
≡ θ. Note that the ABCP structure does not hold any cash (m = 0). Hence, we

do not observe a flat region as in the case of an intermediary that holds some cash, where

θ = θ for α ∈ [0,m]. This is all illustrated in Figure 11.

—Figure 11 here —

As argued, ABCP conduits would typically have credit and/or liquidity enhancements

from sponsoring institutions, which would make the liquidation of the assets less costly. For

example, in a case where the sponsor guarantee is strong, the costs associated with liquidations

can be completely eliminated, that is, τ = 1
rs
so that there is only the risk of fundamental

insolvency. Hence, the strength of the guarantee affects τ , which has already been analyzed

in Section 3.3.

5 Conclusion

During the recent crisis we observed disruptions and almost disappearance of important mar-

kets, record high borrowing rates, haircuts almost reaching 100 percent, significant shortening

of maturities and institutions almost unable to borrow against good quality collateral. We are

yet to fully understand the exact determinants of these disruptions. In this paper, we present

a simple analytical framework to tackle this important question. The framework provides an

analytical and rigorous, yet, easily applicable tool to analyze the sources of fragility and the
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effect of various characteristics of funding structures on financial stability. Hence, it can be

used to illustrate the trade-offs that may assist policy makers in forming their views about

appropriate ways to approach regulatory reform and to evaluate various policy options in

terms of their consequences for financial stability.

Appendix

We now examine the rollover decision of an individual short-term debt holder. At t = 1,

each agent observes the realized value of θ and anticipates some behavior of other short-term

creditors as summarized by the value of α.9 The agent then decides whether or not to roll

over her debt; the payoffs associated with each decision are:

roll over not roll over

solvent rs 1

insolvent at t = 2 (1− φ) θy+χ(α)(m−αs)
(1−α)srs+`r` rs 1

insolvent at t = 1 0 m+τθy
αs

If the bank is solvent, the agent would clearly prefer to roll over her claim and earn the

return rs > 1. If the bank is insolvent at t = 1, the agent would receive nothing if she rolled

over her debt, so she would clearly prefer to redeem her claim at t = 1 and receive a pro-rata

share of the bank’s liquidated assets. Things are slightly more subtle in the intermediate

case, when the bank survives at t = 1 but is insolvent at t = 2. In this case, the agent would

receive the face value of her claim at t = 1 if she does not roll over. If she does roll over, she

receives a pro-rata share of the bank’s matured assets at t = 2, after the bankruptcy costs

have been paid. If we assume that φ > 1 − 1
rs
, then this return is always smaller than 1,

which gives us the following result.

Proposition 1 For φ > 1− 1
rs
, a short-term debt holder will choose to roll over her claim if

and only (α, θ) is such that the bank is solvent in all periods.

9To keep things simple, we assume that an agent anticipates a particular value of α, rather than having a

belief represented by a probability distribution over different values of α.
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Figure 1: Solvency regions. 
 

 
Figure 2: Effect of leverage. 
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Figure 3: Effect of maturity structure. 
 

 
Figure 4: Effect of liquidation value τ. 
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Figure 5: Effect of liquidity holdings. 
 

 
Figure 6a: Different regions in m-e space. 
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Figure 6b: Trade-off liquidity vs. capital. 
 

 
Figure 7a: Discount window constraints. 
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Figure 7b: Comparison of discount window policies. 
 

 
Figure 8: Orderly liquidation based on α and θ. 
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Figure 9: Effect of asset encumbrance. 
 

 
Figure 10a: MMMF regions for breaking the buck. 
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Figure 10b: MMMF reform proposal with junior debt. 
 

 
Figure 10c: MMMF reform proposal with equity. 
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Figure 11: Stability of ABCP structures. 
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