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Abstract 

We ask whether imposing fees on redeeming investors can prevent runs on money market mutual funds 

(MMFs) and related intermediation arrangements. We first show that imposing a fee only in extraordinary 

times often leaves the fund susceptible to a preemptive run where investors rush to redeem before the fee 

applies. We then show how a policy that imposes a fee when current redemption demand is above a 

threshold, even in normal times, can make the fund run proof. We characterize the best policy of this type, 

which is immune to a run of any size. We show that the reform adopted in the U.S. in 2023 leaves funds 

vulnerable to runs in some market conditions and imposes an inefficiently large fee in others. 
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1 Introduction

The failure of Lehman Brothers in September 2008 sparked a run on prime money market

mutual funds (MMFs) in the U.S, with over $400 billion withdrawn in a two-week period.

Because these funds play an important role in short-term funding markets, the U.S. Treasury

and Federal Reserve responded with extraordinary liquidity facilities and guarantees for

MMF investors. In 2014, the Securities and Exchange Commission (SEC) introduced a

reform designed to prevent a repeat of this experience. The new rules allowed a fund to limit

redemptions and impose a redemption fee when its liquid assets fell below a threshold. This

reform proved ineffective: prime MMFs experienced heavy outflows at the onset of the Covid

crisis in March 2020, and the Federal Reserve again responded by providing extraordinary

liquidity facilities. In July 2023, the SEC adopted a second reform aimed at preventing runs

on MMFs during periods of financial stress. The new rules replace the regime of discretionary

redemption limits/fees based on a threshold for liquid assets with mandatory fees based on

current redemption demand.1 How effective this new reform will be remains to be seen. At

a conceptual level, however, the effectiveness of redemption fees as a financial stability tool,

and the principles that should guide their use, are not well understood.

We study how redemption fees can best be used to prevent runs. Our goal is to provide a

framework for evaluating reform proposals and for understanding the principles that should

govern the design of a redemption-fee policy. Such fees could be used in any intermediation

arrangement where runs may arise. MMFs provide a useful laboratory for studying fee

policies because of their relatively simple structure and their recent history of both runs

and policy changes. While we focus our analysis and policy conclusions on MMFs, we also

uncover principles that are likely to apply more broadly.

Our model builds on the approach in Engineer (1989), which adds an additional time period

to the well-known framework of Diamond and Dybvig (1983). This additional period allows

for the possibility that investors will run on the fund preemptively if they anticipate fees

may be applied or redemptions may otherwise be restricted in the future. Such preemptive

reasoning is believed to have played an important role in the run on prime MMFs in March

2020.2 We modify the framework in several ways, in part to reflect the operation of a mutual

fund. In particular, there is no first-come-first-served (or sequential service) constraint within

a period. Instead, the fund is able to observe total redemption requests in each period before

setting a redemption value for that period.

1 For the full text of each reform, see SEC (2014) and SEC (2023).
2 See, for example, the discussions in the reports of the President’s Working Group on Financial Markets
(2020) and Government Accountability Office (2023).
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We first use our model to study a policy that captures the spirit of the 2014 reform. In this

regime, the fund redeems shares at par unless doing so would require liquidating invesment,

in which case a fee is imposed. We require the fee policy to be time-consistent to prevent

the fund from using non-credible threats to influence investor behavior. We show that

this approach often admits a run equilibrium. In this equilibrium, all investors with an

opportunity to redeem in the first period do so because (i) they may need to redeem in the

next period and (ii) they correctly anticipate that a redemption fee may be imposed at that

point. In other words, when fees are imposed only if redemption demand is large enough to

indicate a run is underway, investors may have an incentive to run preemptively on the fund.

Policy discussions of the failure of the 2014 reform have focused largely on how restricting

redemptions (i.e., imposing “gates”) can lead to a preemptive run. Our results show that

redemption fees suffer from the same problem.

Our analysis of this first policy regime highlights an interesting non-monotonicity. Runs in

our framework are partial, with only some investors participating. A large run, in which

nearly all investors participate, would cause the fee to be imposed immediately, before any

redemptions have been processed. If the fee is applied to all redemptions, however, investors

are unable to redeem preemptively and have no incentive to join the run. With a smaller

run, in contrast, redemption demand may not exhaust the fund’s liquid assets in the first

period, which would allow some investors to redeem before a fee is applied. If the run is

very small, however, few assets would need to be liquidated and investors would again have

no incentive to run. The danger in our model, therefore, comes from the possibility of a

moderate-sized run: one that is small enough that redemption demand may initially be

below the fee threshold, but large enough to eventually require costly liquidation of assets.

This non-monotonicity plays an important role throughout our analysis.

We next study policies that impose a redemption fee based on current redemption demand,

as in the 2023 reform. To be effective in preventing runs, the fee must sometimes apply even

when redemptions are in the normal range. Such policies are costly because they reduce the

liquidity-provision role of the fund and impose risk on investors even in the absence of a run.

We derive the best run-proof policy when the fee can be an arbitrary function of redemption

demand. We show that the optimal fee for a given level of redemption demand depends on

the relative likelihood of that demand arising during a run compared to normal times divided

by the level of redemption demand. The first part of this result is intuitive: the fee should

be larger in situations that are more likely to occur in the event of a run and smaller in

situations that are more likely in normal times. The second is counterintuitive: holding this
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likelihood ratio constant, the fee should be a decreasing function of redemption demand. In

other words, the optimal fee is often larger when fewer investors redeem and smaller when

more investors redeem. This pattern arises because, when the policy is run-proof, large

redemption demand implies many investors have a true liquidity need. Charging a high fee

in such states is costly in welfare terms. The best policy, therefore, keeps the fee relatively

low in states where fundamental redemption demand is large, while still imposing a fee in

enough states to remove investors’ incentive to run.

The optimal fee schedule can be complex. To provide more concrete policy advice, we

specialize to simple policies characterized by two numbers: (i) a threshold for redemptions

below which there is no fee and (ii) a constant fee that applies whenever redemptions are

above the threshold. The 2023 reforms have this form, with the threshold set to 5% of a

fund’s total assets and a fee equal to the costs that would be associated with liquidating a

pro-rata share of each asset in the fund’s portfolio. We show that the best simple run-proof

policy often takes a very intuitive form: the fee is imposed whenever redemption demand is

potentially consistent with a run. By applying the fee in all relevant states, this approach

keeps the fee as low as possible in states where many investors have a true liquidity need.

The optimal fee schedule in either general or simple form depends on model parameters,

including the size of a potential run and the probability distribution of future liquidation

costs. These parameters may be particularly difficult to measure and monitor in real time.

To address this concern, we study policies that are robust in the sense of preventing runs

for a range of these parameters. We characterize the best simple, robust policy. The fee in

this policy is determined by the need to prevent large runs, which would impose substantial

liquidation costs. The threshold, in contrast, is set to prevent smaller runs, which are more

likely to initially go undetected.

Finally, we compare the best simple, robust policy with the 2023 reform, which sets the

fee equal to the cost of liquidating a “vertical slice” of the fund’s portfolio. Our analysis

highlights two weaknesses of the new rule. In situations where liquidity conditions may

deteriorate, a robust fee policy takes potential future liquidation costs into account. The

current policy is not forward-looking, however, which can leave funds vulnerable to a run.

When liquidity conditions are stable, in contrast, the best policy has a smaller fee than

the vertical slice rule and a lower threshold, meaning the fee will be applied more often in

equilibrium. Intuitively, the new rule imposes a large fee in states where many investors have

a true liquidity need. Our analysis shows that MMFs will be more attractive to investors if

the fee is smaller in these states, even though the fee must then be imposed more often.
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Related literature. Our paper is related to several strands of the broad literature that

studies runs on financial intermediaries. We follow the approach advocated in Wallace (1990)

of allowing the bank/fund to choose from a large set of contracts beyond the simple demand-

deposit contract studied by Diamond and Dybvig (1983) and many others. In a framework

with two consumption periods and sequential service, efficient ways to prevent runs with

flexible contracts have been identified by Green and Lin (2003) and Huang (2024) using di-

rect mechanisms and by Cavalcanti and Monteiro (2016) and Andolfatto et al. (2017) using

indirect mechanisms.3 We expand the model to include a third consumption period, which

introduces the possibility of a preemptive run, where investors rush to redeem because they

worry future redemptions may be restricted rather than over concern that the intermediary

may fail. This approach follows Engineer (1989) and more recent work by Cipriani et al.

(2014) and Voellmy (2021). We deviate from all of these papers by removing the sequential

service constraint, which is inappropriate for mutual funds and other shadow banking ar-

rangements, as argued by Andolfatto and Nosal (2024). Ours is the first paper to show that

a self-fulfilling run equilibrium can exist when payment contracts are fully flexible, there is

no sequential service constraint, and investment technologies have constant returns to scale.

Our paper is also closely related to the literature that focuses specifically on runs on MMFs.

For example, Ennis (2013) studies the desirability of different ways of computing a fund’s net

asset value (NAV). McCabe et al. (2013) propose a policy that allows investors to redeem

only a fraction of their balance at once, with the rest remaining in the fund. Parlatore (2016)

shows how sponsors’ decisions to support their funds in periods of stress can be a source

of fragility. Ennis et al. (2023) propose a remedy that requires MMFs to have contractual

commitments of liquidity support. We focus instead on redemption fees, as introduced in

the 2023 reform. Our contribution is to derive the most efficient fee policy, which can then

be compared to these and other alternative approaches to reforming MMFs.

We also contribute to the literature on runs on mutual funds more broadly. Zeng (2017)

studies how a fund’s desire to rebuild its cash buffer following heavy redemptions can create

an incentive for investors to run under a flexible NAV rule. A group of recent papers

study swing pricing policies, which adjust the price of a mutual fund share in response to

redemption demand. See, for example, Lewrick and Schanz (2017b), Capponi et al. (2020),

and Ma et al. (2025).4 The redemption-fee policies we study are economically equivalent

to swing pricing: both set the amount received by redeeming investors as a function of

3 For settings where the best direct mechanism does not prevent runs, see Peck and Shell (2003), Ennis and
Keister (2009b) and Sultanum (2014), among others.

4 See Capponi et al. (2023) for a survey of the literature on swing pricing.
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redemption demand. In contrast to these papers, however, we derive the best policy within

a broad class. This additional flexibility eliminates the standard incentive to run based on

concern that the fund will fail and shifts the focus to preventing preemptive runs of the type

observed in March 2020.

Finally, our paper draws motivation from the growing empirical literature on mutual fund

runs and patterns of redemptions. Chen et al. (2010) provide evidence of strategic comple-

mentarities in investor redemptions from mutual funds using data from 1995 - 2005. Schmidt

et al. (2016) study the 2008 runs on prime MMFs and also provide evidence of strategic com-

plementarities leading to increased redemptions. Cipriani and La Spada (2020) and Li et al.

(2021) study the March 2020 episode and show that concern about future restrictions on

redemptions exacerbated the runs on prime MMFs. These papers provide evidence that key

features of our model are important in practice. Lewrick and Schanz (2017a) and Jin et al.

(2022) document the effectiveness of swing pricing in removing the first-mover advantage in

open-end mutual funds using unique data sets from Luxembourg and the U.K., respectively.

This evidence is consistent with our results showing that fees based on current redemption

demand can eliminate the incentive for investors to join a run.

2 The model

In this section, we describe our environment and the operation of a money market fund in

this setting. We introduce an asset portfolio and fundamental uncertainty into the framework

of Engineer (1989), and we modify the information structure to reflect the operation of a

mutual fund rather than a bank.

2.1 The environment

There are three periods (t = 1, 2, 3) and a single consumption good in each period. Two

technologies exist for transforming goods across periods, storage and investment. Stored

goods earn a gross return of 1 between any two periods. Invested goods yield a return of

R > 1 if held to maturity in period 3, but rt ≤ 1 if liquidated in period t ∈ {1, 2}. The value
of r1 is known, but r2 is initially uncertain and has support [r, r] with r ≤ r1.
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Each of a continuum of investors, indexed by i ∈ [0, 1], has preferences given by

ui(c1, c2, c3;ωi) =


u(c1) if ωi = 1

u(c1 + c2) if ωi = 2

u(c1 + c2 + c3) if ωi = 3,

where u is the natural log function, ct is consumption in period t, and ωi is the investor’s

liquidity-preference type. Both type-1 and type-2 investors are impatient in the sense that

they need to consume before investment matures, while type-3 investors are patient. In-

vestors’ types are private information, and each investor learns her own type gradually. In

period 1, an investor discovers only whether she is type 1 or not. In period 2, the remaining

investors discover whether they are type 2 or type 3. A known fraction π ∈ (0, 1) of investors

will be impatient, but the distribution of these investors between type 1 and type 2 is ran-

dom. In other words, there is no uncertainty about total early consumption demand, but

there is uncertainty about its timing. Let π1 denote the fraction of type 1 investors, which

has a density function f(π1) with full support on [0, π]. The fraction of type 2 investors is

then π − π1.

Investors are endowed with equal shares in a fund. The fund owns one unit of the good per

investor; a fraction s of the good is in storage and the remaining 1− s is invested. Investors

are isolated from each other and can only interact with the fund.5 In periods 1 and 2,

investors receive information about their own type and may have an opportunity to submit

a redemption request to the fund. We assume all type 1 investors can redeem in period 1,

but only a fraction δ ∈ (0, 1] of non-type-1 investors can do so. The remaining fraction 1− δ

are inattentive or otherwise unable to contact the fund in period 1. All investors who have

not yet redeemed can contact the fund to redeem in periods 2 and 3.

2.2 Discussion of key assumptions

Sequential service. Unlike the usual banking arrangement studied in Diamond and Dybvig

(1983), Engineer (1989), and many others, the fund in our model does not need to serve

redeeming investors one-at-a-time. Instead, it collects all redemption requests in a period

before making any payments. The assumption matches the operation of an open-end mutual

fund that pays redeeming investors at the end of each pricing period, which often corresponds

5 As in Wallace (1988) and others, this isolation assumption implies investors are unable to trade shares in
the fund or other claims with each other in periods 1 and 2. This approach is consistent with our focus
on open-end mutual funds rather than exchange-traded funds or other market-based arrangements.
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to a business day. In a standard two-period model, the optimal contract when there is no

sequential service rules out bank runs under very general conditions (see Green and Lin,

2003, Section 3).6 We show below that this result does not extend to the model with three

consumption periods that we study here. A key feature of this model is that investors

redeeming in period 1 must be served by the end of that period, before the fund observes

what will happen in period 2. In other words, even though investors are not paid one-at-a-

time, a form of sequential service across periods arises naturally in any longer-horizon model,

and this fact potentially opens the door to a run on the fund.

Liquidation costs. Money market funds hold assets that are fairly liquid most of the

time but may become less liquid in periods of financial stress. It is likely no coincidence

that the runs observed in 2008 and 2020 both occurred during periods of significant stress

and lower market liquidity. In the analysis below, we consider scenarios where the fund’s

investment is liquid (r1 ≈ 1) and where it is illiquid (r1 < 1). In both cases, we show that

investors’ expectations about the future liquidation value r2 play an important role in shaping

redemption behavior. We allow r2 to be random to capture situations where investors are

concerned that market conditions may deteriorate. We assume there is only downside risk,

with r2 ≤ r1, to simplify the presentation, but this assumption is not necessary for our

results. Throughout the analysis, we assume the liquidation values rt are independent of

the fund’s liquidation choices. This assumption would hold, for example, if the fund is a

relatively small player in the market for those securities.7

Log utility. Using the natural log utility function simplifies the presentation and some

calculations. In addition, it facilitates interpretation of the model because (as we show

below) the efficient allocation in the absence of runs pays redeeming investors in each period

an amount that corresponds to the net asset value (NAV) of a share in that period. A version

of the model with CRRA utility leads to broadly similar results regarding the effectiveness of

redemption fees. When the coefficient of relative risk aversion is greater than one, however,

the efficient allocation gives early-redeeming investors more than the NAV of a share to

insure against liquidity risk (as in Diamond and Dybvig, 1983, and many others). Using log

utility instead implies that the efficient operation of the fund in our model corresponds well

with how money market funds operate in practice.

6 See also the discussion in Andolfatto and Nosal (2024).
7 It may be interesting to extend our analysis to settings where a fund’s sale of assets drives down the
market price as in Allen and Gale (2004), Acharya and Yorulmazer (2008), Parlatore (2016), Lewrick and
Schanz (2017b), Izumi and Li (2025), and many others. We leave this issue for future work.
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Partial runs. Our assumption that only a fraction δ of non-type-1 investors can redeem at

t = 1 captures the idea that a run does not typically take place within a single day (or a

single pricing period).8 Instead, a run is typically spread over time, which makes identifying

a run difficult in the early stages. If δ = 1, a run will involve all of the fund’s investors

requesting redemption in the first period and, hence, is easily identified before the fund

makes any payments to investors. When δ is below 1, in contrast, the fund may initially be

unsure whether the observed redemption demand is fundamental (with a large realization of

π1) or instead reflects a run. We show below that such uncertainty is necessary for a run to

arise in this setting. We begin by assuming δ is a known constant then characterize policies

that are robust in the sense of being run-proof for all possible values of δ.

2.3 Contracts and feasibility

In each period, the fund collects all redemption requests and allocates consumption to the

redeeming investors. Let mt denote the fraction of investors who choose to redeem (i.e., send

a redemption “message” to the fund) in period t. The operation of the fund is characterized

by three functions. In period 1, the fund observes m1 and pays an amount c1 to each

redeeming investor. In period 2, the fund observes m2 and the realized liquidation value r2,

then pays c2 to redeeming investors. Once an investor redeems her share in the fund, she

consumes and exits the economy. Investors who remain in the fund in period 3 each receive

c3, which corresponds to a pro-rata share of the fund’s matured assets. Formally, a contract

is a collection of payment functions

c1 : M1 → R+ where M1 ≡ [0, π + δ(1− π)]

c2 : M1 ×M2 × P → R+ M2 ≡ [0, 1−m1]

c3 : M1 ×M2 × P → R+ P ≡ [r, r] .

A contract is feasible if the fund can generate the specified payments from its given asset

portfolio for any profile of redemption requests. In period 1, the payment c1 must satisfy

m1c1 + e1 = s+ r1ℓ1 for all m1, (1)

8 Chen et al. (2010) and Zeng (2017) use similar assumptions to capture the possibility of some investors
being temporarily inactive.
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where e1 ∈ [0, s] is the amount of storage held until period 2 (“excess liquidity”) and ℓ1 ∈
[0, 1− s] is the amount of investment liquidated in period 1. In period 2, feasibility requires

m2c2 + e2 = e1 + r2ℓ2 for all (m1,m2, r2), (2)

where e2 ∈ [0, s− e1] is the amount of storage held until period 3 and ℓ2 ∈ [0, 1− s− ℓ1] is

the amount of investment liquidated in period 2. Finally, feasibility in period 3 requires

(1−m1 −m2)c3 = R (1− s− ℓ1 − ℓ2) + e2 for all (m1,m2, r2). (3)

The payment functions {c1, c2, c3} are feasible if, for every (m1,m2, r2), there exist portfolio

management choices {e1, ℓ1, e2, ℓ2} such that equations (1) - (3) are satisfied.

2.4 The first-best allocation

A planner’s problem. Suppose, as a benchmark, that the fund were operated by a planner

who could observe investors’ preference types and choose when they redeem their shares.

We also allow the planner to choose the fund’s initial portfolio s and the payment functions

{c1, c2, c3}. The planner would clearly direct type t investors to redeem only in period t,

which implies redemption requests will satisfy m1 = π1, m2 = π − π1 and m3 = 1 − π.

Because π is known, the planner will pay impatient investors in both periods 1 and 2 using

goods in storage and will pay patient investors in period 3 using matured investment. In other

words, the planner will set e2, ℓ1, and ℓ2 to zero and, therefore, the efficient allocation will

not depend on the liquidation values r1 and r2. We can then write the payments {c1, c2, c3}
directly as functions of the state π1. The planner would choose the fund’s portfolio (s, 1− s)

and these payment functions to maximize investors’ expected utility∫ π

0

[
π1u
(
c1(π1)

)
+ (π − π1)u

(
c2(π1)

)
+ (1− π)u

(
c3(π1)

)]
f(π1)dπ1

subject to the feasibility constraints

π1c1(π1) + (π − π1)c2(π1) = s for all π1, and

(1− π)c3(π1) = R(1− s) for all π1.
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The first-order conditions for c1 and c2 imply

u′(c∗1(π1)
)
= u′(c∗2(π1)

)
⇒ c∗1(π1) = c∗2(π1) for all π1,

that is, the planner always gives the same consumption to type 1 and type 2 investors. The

feasibility constraints associated with a given π1 can then be combined and simplified to

πc∗1(π1) + (1− π)
c∗3(π1)

R
= 1. (4)

The first-order condition for c3 implies

u′(c∗1(π1)
)
= Ru′(c∗3(π1)

)
. (5)

With log utility, it is straightforward to show that the solution to this problem sets c1(π1) =

c2(π1) = 1 and c3(π1) = R for all π1. If investment is valued at cost (i.e., 1) in the early

periods, these payments correspond to the net asset value of a share in each period. To

achieve this allocation, the planner sets the fraction of storage in its portfolio to s = π and

invests the remaining fraction (1− π). The following result summarizes this discussion.

Proposition 1. The first-best allocation gives 1 to each type 1 investor at t = 1 and to each

type 2 investor at t = 2, and it gives R to each type 3 investor at t = 3.

Equations (4) and (5) also characterize the efficient allocation in a standard Diamond-Dybvig

model with only two consumption periods. In other words, having an extra time period

and uncertainty about the timing of early consumption demand do not change the efficient

allocation of resources. The planner wants all impatient investors to consume 1, regardless

of whether they redeem in period 1 or 2, and wants all patient investors to consume R.

Decentralization. We assume the fund begins with the planner’s chosen portfolio, s = π. It

is straightforward to show that there exist contracts that implement the first-best allocation

from Proposition 1 as a perfect Bayesian equilibrium of the redemption game played by

investors. Any such contract must satisfy

c1(m1) = 1 for all m1 ≤ π, (6)

c2(m1,m2, r2) = 1 for all m1 +m2 ≤ π, and (7)

c3(m1,m2, r2) = R for all m1 +m2 ≤ π. (8)
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These payments are feasible when the fund sets

e1 = (π −m1) and ℓ1 = 0 for m1 ≤ π

e2 = 0 and ℓ2 = 0 for m1 +m2 ≤ π.

In other words, the fund uses goods in storage to make payments exactly as the planner

would whenever total redemption demand does not exceed π. In this equilibrium, only type

1 investors redeem in period 1, so m1 = π1, and only type 2 investors redeem in period 2, so

m2 = π−π1. Because R > 1, non-type-1 investors have a strict incentive to wait in period 1

and type-3 investors have a strict incentive to wait in period 2 in this equilibrium. Note that

unilateral deviations from equilibrium play do not change the fractions (m1,m2) because

there is a continuum of investors. As a result, the payments in the contract associated with

redemption demand greater than π have no effect on individual investors’ incentives, and

this equilibrium exists regardless of how those payments are specified.

2.5 Time consistency

Our interest is in studying whether the fund is fragile in the sense that another equilibrium

exists in which investors run on the fund. The answer to this question depends crucially

on the payments associated with levels of early redemption demand greater than π, which

– as desribed above – potentially lie off the equilibrium path of play. To ensure our model

delivers credible policy advice, we require that these payments be time consistent.

Diamond and Dybvig (1983) and others have shown how promising a “tough” response to

high withdrawal demand can rule out bank runs in a standard two-period model. A similar

result can be shown to hold here, although the form of the “tough” response is different.

Consider a contract that, for all m1 > π, sets c1 = 0 and e1 = s. In other words, when

redemption demand in period 1 is large enough that the fund detects a run is underway,

all investors who have redeemed their shares will receive nothing in return. If m1 ≤ π but

m1 + m2 > π, meaning the fund detects a run is underway only in period 2, the contract

allocates the fund’s remaining resources so that c2 and c3 are strictly positive and satisfy

c2 < c3. If a non-type-1 investor expects some other investors to run, she knows that m1

will be greater than π with positive probability. As long as consuming zero is sufficiently

unattractive, she will strictly prefer to wait, so there cannot be an equilibrium where investors

run in period 1. The fact that the contract sets c2 < c3 for all (m1,m2) implies there cannot be

an equilibrium where investors run in period 2. Therefore, this type of contract implements

11



the first-best allocation without introducing the possibility of a run.9

However, the threat to give investors nothing in exchange for their shares in period 1 would

clearly not be time-consistent. Once the redemption requests have been submitted, the

fund would have a strong incentive to change course and offer positive consumption to all

redeeming investors.10 Our goal is to provide policy advice for reforming MMFs, and we do

not want this advice to rely on non-credible threats to punish investors in the event a run is

detected. For this reason, we require that the contract offered by the fund be time consistent

in the following sense: whenever total redemption demand exceeds π, clearly indicating that

a run is underway, the fund must choose payments that maximize the sum of investors’

utilities conditional on the given redemption demand, that is,

m1u(c1) + E [m2u(c2) + (1−m1 −m2)u(c3) | m1] . (9)

In other words, the fund must always act in the best interests of its investors, even when

a run is underway. Formally, we require the payment functions {c1, c2, c3} to satisfy the

following two conditions.

(TC1) For m1 > π, {c1, c2, c3} must maximize equation (9) subject to constraints in

equations (1) - (3) with m2 = π + δ(1− π)−m1.

(TC2) For m1 ≤ π and m1 +m2 > π, {c2, c3} must maximize equation (9) subject to

the constraints in equations (2) - (3) with e1 = s−m1c1, and ℓ1 = 0.

Run detected in period 1. Condition (TC1) applies when redemption demand in the first

period is large enough to indicate a run is underway. Choosing the payment in period 1 to

maximize investors’ expected utilities requires forecasting redemption demand in period 2,

which the fund does using the structure of the model. First, observing m1 and knowing a run

is underway allows the fund to infer π1 usingm1 = π1+δ(1−π1). Second, it is straightforward

to show that an investor who turns out to be type 3 will never have an incentive to redeem

9 Note that the “tough” policy here is very different from suspending convertibility of shares, which Engineer
(1989) showed is ineffective at preventing runs in a three-period model. When convertibility is suspended,
investors who are unable to redeem in period 1 can try again in period 2. A rush to redeem in period
1 then creates a backlog of redemption demand, which implies period-2 requests will be large as well.
The contract we describe here, in contrast, honors all redemption requests in period 1 but may set the
redemption price to zero. This policy is effective because it punishes redemption requests more heavily
during a run in period 1 while making future redemption more attractive.

10Alternatively, one could imagine investors who receive zero for their redeemed share might take legal
action against the fund. The court system might then intervene to overrule the tough response to a run,
as discussed by Ennis and Keister (2009a) in the banking context.
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in period 2.11 Therefore, only those investors who were inattentive in period 1 and turn out

to be type 2 will redeem in period 2, that is, m2 = (1−δ)(π−π1). Time consistency requires

that the fund act to maximize investors’ utilities given the observed redemption demand m1

and this forecast for m2; the resulting payments are given in our next result.

Proposition 2. When m1 > π, condition (TC1) requires the fund to set e2 = ℓ2 = 0 and

cTC1
1 = cTC1

2 = max

{
π

π + δ(1− π)︸ ︷︷ ︸
no liquidation

, r1(1− π) + π︸ ︷︷ ︸
liquidation at t = 1

}

cTC1
3 = min

{
R

1− δ︸ ︷︷ ︸
no liquidation

, R(1− π) +
R

r1
π︸ ︷︷ ︸

liquidation at t = 1

}
.

When δ is small, the fund divides the goods in storage among the investors who will be

redeeming in the first two periods and keeps all investment until t = 3. These payments

correspond to the first term in the min/max operators above. When δ is larger, the fund

liquidates some investment to rebalance its portfolio and the second term on each line ap-

plies.12 Because the fund accurately forecasts redemption demand at t = 2 and there is

only downside risk (r2 ≤ r1), the fund does all of this liquidation at t = 1.13 In both cases,

investors redeeming in the first two periods receive the same amount, while investors re-

deeming in the final period receive strictly more. A complete proof of this result is given in

Online Appendix A.1.

Run detected in period 2. Condition (TC2) applies when it becomes apparent that a

run is underway only in period 2. In this case, the m1 investors who redeemed in period

1 have already each been paid c1 out of goods held in storage. Time consistency requires

that the remaining asset portfolio be used efficiently to make payments to the m2 investors

redeeming in the current period and the 1−m1 −m2 investors who will redeem in the final

period. The following proposition characterizes these payments when the fee applied to the

m1 investors who have already redeemed was not too large.

11 In period 2, the fund faces a two-period problem without sequential service. The best payments given any
pattern of redemptions at this point will satisfy c2 ≤ c3, similar to Green and Lin (2003, Section 3).

12This portfolio rebalancing is reminiscent of the results in Zeng (2017), but reflects a very different motive.
In that paper, the fund may preemptively liquidate investment even though doing so is costly because it
wants to maintain a particular ratio of liquid to illiquid assets. Here, in contrast, the fund is preemptively
liquidating investment because it recognizes it will need more liquid assets next period and worries that
liquidation costs may increase in the meantime.

13 If we instead assumed r > r1, the fund might choose to liquidate investment at both t = 1 and t = 2, with
the latter choice being made after r2 is realized. Our main results below hold for this case as well, but the
analysis and exposition are more complex.
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Proposition 3. When m1 ≤ π, c1(m1) is sufficiently close to 1, and m1+m2 > π, condition

(TC2) requires the fund to set

c2(m1,m2, r2) = max

{
π −m1c1(m1)

m2︸ ︷︷ ︸
no liquidation

,
r2(1− π) + π −m1c1(m1)

1−m1︸ ︷︷ ︸
liquidation at t = 2

}

c3(m1,m2, r2) = min

{
R(1− π)

1−m1 −m2︸ ︷︷ ︸
no liquidation

,
R(1− π) + R

r2
[π −m1c1(m1)]

1−m1︸ ︷︷ ︸
liquidation at t = 2

}
.

Depending on redemption demand and the realization of r2, the fund’s choice of liquidation

in period 2 may be zero (corresponding to the first term in the max/min operators) or

positive (the second term). Either way, the time-consistent policy imposes a redemption fee

in period 2 (c2 < 1) unless there is no cost of liquidating investment (r2 = 1). In Online

Appendix A.2, we prove a generalized version of this result (labeled Proposition 3′) that

applies for an arbitrary period-1 payment rule c1(m1) ≤ 1. If the rule imposes large fees for

some values of m1, a third possibility arises: the fund may not pay out all of its liquid assets

at t = 2 and instead hold some excess liquidity (e2 > 0). As long as the liquidation values

rt are not too low, however, the best run-proof policy will not fall in this region and the

simpler result in Proposition 3 above applies. We focus on this case in the main text and in

the examples below.

Our focus is on preventing runs, that is, identifying contracts that generate a unique equilib-

rium in which investors only redeem when they need to consume. For such contracts, (TC1)

and (TC2) only restrict off-equilibrium payments. The fund has full freedom to choose the

payments that are made in each state along the equilibrium path.

In the next section, we ask whether the fund can implement the first-best allocation with-

out introducing a run. We show the answer is often “no.” The remaining sections then

characterize second-best run-proof contracts.

3 Preemptive runs

In this section, we study investors’ equilibrium redemption behavior when the fund aims to

implement the first-best allocation described in Proposition 1. We show that an equilibrium

often exists where non-type 1 investors run preemptively, that is, they redeem in period 1

because they worry a fee may be imposed in period 2.
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3.1 The incentive to run

The requirement that the fund (i) follows the planner’s allocation in equations (6) - (8) when

redemption demand is below π and (ii) satisfies the time-consistency constraints (TC1) -

(TC2) when redemption demand is above π together fully determine the payment functions

{c1, c2, c3}. In other words, there is a unique contract that both implements the first-best

allocation as an equilibrium and satisfies time consistency. This contract pays redeeming

investors 1 in periods 1 and 2 unless doing so would require some investment to be liquidated,

in which case the time-consistent redemption fee is applied. In this section, we show that

this contract often also admits a run equilibrium.

Consider a non-type-1 investor who has the option to redeem in period 1. Suppose she

expects all other attentive non-type-1 investors to redeem in period 1, meaning redemption

demand will be m1 = π1 + δ(1− π1). What will she receive if she joins the run? There are

two possibilities. If the realization of π1 is sufficiently small,

π1 ≤
π − δ

1− δ
, (10)

then m1 ≤ π will hold. In this case, no fee will be applied and she will receive 1. If this

inequality is reversed, m1 will be larger than π, in which case the fund will impose the

redemption fee in Proposition 2. The investor’s expected payoff from joining the run is then

Redeem:

∫ π−δ
1−δ

0

u(1)fn(π1)dπ1 +

∫ π

π−δ
1−δ

u
(
cTC1
1

)
fn(π1)dπ1, (11)

where fn denotes the density of π1 conditional on the investor not being type 1.14 If the

investor instead chooses to wait in period 1, she will redeem in period 2 if she turns out to

be type 2 and will otherwise wait until period 3. Let pπ1 ≡ π−π1

1−π1
denote the probability of

being type 2 conditional on not being type 1. Then her expected payoff from waiting is

Wait:

∫ π−δ
1−δ

0

{
pπ1E

[
u
(
c2(m1,m2, r2)

)]
+ (1− pπ1)E

[
u
(
c3(m1,m2, r2)

)]}
fn(π1)dπ1 (12)

+

∫ π

π−δ
1−δ

[
pπ1u

(
cTC1
2

)
+ (1− pπ1)u

(
cTC1
3

)]
fn(π1)dπ1,

where E represents the expectation with respect to r2. As before, there are two situations.

14This conditional density function can be written as fn(x) =
(1−x)f(x)∫ π

0
(1−z)f(z)dz

.
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The first line contains the realizations of π1 small enough that the inequality in equation

(10) holds and no fee is applied in period 1. In these cases, the payments c2 and c3 come

from Proposition 3 using the redemption demand corresponding to a run:

m1 = π1 + δ(1− π1) and m2 = (1− δ)(π − π1). (13)

The second line contains the realizations of π1 large enough that a fee is applied in period

1. In these cases, payments in periods 2 and 3 come from Proposition 2.

It will often be convenient to focus on the net benefit of redeeming early during a run for

a non-type-1 investor, which is the difference between equations (11) and (12). Regrouping

terms, this net benefit can be written as

R ≡
∫ π−δ

1−δ

0

{
u(1)− pπ1E

[
u
(
c2(m1,m2, r2)

)]
− (1− pπ1)E

[
u
(
c3(m1,m2, r2)

)]}
fn(π1)dπ1

−
∫ π

π−δ
1−δ

(1− pπ1)
{
u
(
cTC1
3

)
− u
(
cTC1
1

)}
fn(π1)dπ1︸ ︷︷ ︸

≡T > 0

. (14)

The first line of equation (14) is the net benefit of redeeming early conditional on π1 being

small enough that no fee is applied in period 1. The second line is the net cost of redeeming

early when π1 is large enough that a fee is imposed. This cost is always strictly positive

and proportional to the probability that the investor will be type 3. Note that this cost,

which we denote T > 0, is determined entirely by the time-consistency condition (TC1) and,

therefore, will remain unchanged when we introduce redemption fees for m1 ≤ π below.

Overall, equation (14) highlights why an investor may have an incentive to run. If she knew

π1 would be large enough to trigger the time-consistent fee in period 1, she would have no

incentive to join the run, exactly as in a two-period model without sequential service. The

potential incentive to join a run comes from the possibility that π1 is small enough that no

fee is applied in period 1. Redemption demand in period 2 will reveal the run, and the fund

will then impose a fee. If the investor turns out to be type 2, she will need to redeem in

period 2 and pay this fee. Given this possibility, redeeming preemptively – before the fee is

imposed – may be attractive.
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3.2 A run equilibrium

Figure 1 presents an example that illustrates how a preemptive run can exist.15 The red

curve depicts equation (11): the expected value of redeeming in period 1 for a non-type 1

investor when all other attentive investors also redeem. If δ is small, few investors participate

and the run is very unlikely to trigger a fee in period 1, which means the expected payoff is

close to ln(1) = 0. As δ increases, the probability a run will trigger a fee at t = 1 increases,

which makes redeeming less attractive. The blue curve depicts equation (12): the expected

value of waiting to redeem in this same situation. If δ is small, a run will cause little or

no liquidation in period 2, which implies the investor will receive close to 1 if she redeems

in period 2 and close to R if she redeems in period 3. In this situation, waiting is better

than joining the run, as shown in the figure, and no run equilibrium exists. On the other

side, when δ is greater than π, period-1 redemption demand in a run is always large enough

that a fee is applied, which makes waiting to redeem attractive and again no run equilibrium

exists.

Figure 1: A run equilibrium exists for intermediate values of δ

For a range of values of δ in between these extremes, however, the figure shows that the

investor has a strict incentive to join the run. In this region, the run is large enough that

it will lead to a significant redemption fee in period 2 if the liquidation value of investment

15The parameter values for this example are π = 0.5, R = (1.04)
1
12 , r1 = 0.98, and r2 ∈ {0.8, 0.98} with

probability 0.5 of each. The fraction π1 of type 1 investors follows a uniform distribution on [0, π]. In
Online Appendix B, we present a series of examples to show that a preemptive run exists for a wide range
of parameter values and to explore how the fragility of the fund depends on parameter values.
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turns out to be low. At the same time, however, the run is small enough that there is a

significant chance it will not trigger a fee in period 1. This combination gives the investor an

incentive to join the run and try to redeem before a fee is imposed. This pattern is general

and appears throughout our analysis below: a run equilibrium is most likely to exist in this

framework when the fraction δ of attentive investors lies in an intermediate range.

3.3 Discussion

We interpret the contract in this section as capturing some key features of the reforms to

prime and tax-exempt MMFs that were adopted in the U.S. in October 2014. Under those

rules, funds would redeem shares at NAV unless high redemption demand pushed the fund’s

liquid assets below a threshold level. Once this threshold was passed, a fund had the ability

to impose a redemption fee of up to 2% and was directed to do so if it was deemed to be

in the best interests of shareholders.16 The threshold was set so that it would be hit only

in extraordinary circumstances, not in normal times. We interpret this policy as attempting

to rule out runs by only imposing redemption fees that lie off the path of play in the no-

run equilibrium, as in our contract above. We interpret our time consistency constraints as

capturing the spirit of the directive that the fund act in its shareholders’ best interests in

setting the fees.

Engineer (1989) and Cipriani et al. (2014) have shown that a policy of restricting withdrawals

once demand is unusually high may be ineffective at preventing runs. Our environment with

redemption fees and no sequential service gives the fund more flexibility to shape incentives

in the redemption game. One might have hoped that such flexibility would allow the fund

to implement the efficient allocation without also introducing a run equilibrium. Indeed, our

reading of the 2014 reforms is that they were based on this type of reasoning. Policymakers

emphasized, for example, that a redemption fee can correct the negative externality that

arises when current redemptions leave the fund with a less liquid portfolio.

The example above (and the additional examples in Appendix B) show that, in many cases,

this approach does not work. The problem arises when (i) investors believe a run is starting

but will be small enough that a fee is unlikely to be applied in the current period, and

(ii) liquidating investment in future periods may be costly. An attentive investor will then

recognize that redemption fees are likely to be larger in the future, creating the incentive to

16The 2014 rules also allowed funds to impose redemption gates (that is, to suspend convertibility) once the
threshold was passed. The approach in Engineer (1989) can be adapted to show that such a suspension
policy is ineffective at preventing runs in our setting. For this reason, we focus our analysis on the more
promising part of the 2014 rules: allowing redemption fees.
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redeem preemptively. This type of incentive appears to have played an important role in the

runs on money market funds in March 2020.17 Put differently, this type of policy corrects the

negative externality associated with early redemptions only if redemption demand is large

enough to immediately indicate a run is underway, which is not always the case.

What should policymakers do? One common approach in the literature is to assign a

“sunspot” probability to the run equilibrium and derive the best fee policy taking into

account the possibility of a run. This policy will typically permit a run to occur if the

sunspot probability is small enough and will eliminate the run equilibrium if the probability

is larger (see, for example, Cooper and Ross, 1998, and Peck and Shell, 2003, or more re-

cent work by Dávila and Goldstein, 2023). Determining this probability in practice is quite

difficult, however. Moreover, it seems possible that the policy process may systematically

underestimate the probability of a future run, leading to reforms that are insufficiently ag-

gressive.18,19 For these reasons, we focus on policies that eliminate the run equilibrium. In

the next section, we derive the best such policy in the sense of making the fund as attractive

as possible to investors without introducing a run equilibrium. We first characterize the best

run-proof policy, both in general and within a simple class of policies, when the fraction δ of

attentive investors and the distribution of the period-2 liquidation value r2 are known. We

then characterize the best policy that is robust to changes in δ and the distribution of r2.

4 Preventing runs

In situations where the policy in Section 3 admits a run equilibrium, preventing runs requires

the fund to impose a fee in at least some circumstances where redemption demand is in the

normal range, that is, m1 ≤ π. It is always possible to prevent runs by using a large enough

fee. For example, setting c1(m1) to the lowest possible liquidation value of investment (r) for

all m1 ∈ [0, π] completely removes the strategic complementarity in investors’ actions. Early

redemptions by other investors would then increase the payments to investors who redeem in

17 For example, the reform proposal in Securities and Exchange Commission (2022) states that “the possibility
of an imposition of a fee ... appears to have contributed to incentives for investors to redeem.” See Li
et al. (2021) for more empirical evidence of this effect.

18 Funds and investors that expect to be bailed out in a crisis have an incentive to downplay the possibility
of a run, for example, and lobby for weaker reforms. The fact that the run in March 2020 came only a few
years after the previous reform is consistent with the idea that those reforms were insufficiently aggressive.

19Another alternative is to try to endogenize the probability of a run using global games, as in Goldstein and
Pauzner (2005) or private sunspots as in Mitkov (2025). However, these approaches require restricting the
structure of the model and the types of contracts allowed, which would conflict with our goal of deriving
the best policy within a broad class.
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subsequent periods and there would be no incentive to join a run. While this policy prevents

runs, it also gives low consumption to type-1 investors in the no-run equilibrium, sharply

reducing the fund’s attractiveness.

In this section, we study the least costly way for the fund to rule out preemptive runs. We

first derive a general characterization of the best run-proof fee policy. We then characterize

the best simple policy, in which the fee is zero up to a threshold level of redemption demand

and constant above it. In both cases, we illustrate how the best run-proof policy depends on

parameters, especially the fraction δ of attentive investors and the distribution of the future

liquidation value r2. Finally, we study simple policies that are robust in the sense of being

run-proof for a range of values for these parameters. We show that the threshold and fee in

the best robust policy are set to protect the fund against runs of different sizes.

4.1 General fee policies

In a general policy, the fund can choose any feasible payment function c1(m1) ≤ 1 in period 1

when redemption demand is consistent with fundamentals, that is, whenm1 ∈ [0, π]. When a

fee is imposed in period 1, the proceeds are divided efficiently among the remaining investors

in periods 2 and 3. Other parts of the analysis, including the time-consistency constraints

when redemption demand is greater than π, remain the same. It is straightforward to show

that any such policy will again generate a no-run equilibrium in the redemption game. Our

goal is to find the best policy that does not also admit a run equilibrium.

The run-proof constraint. To prevent a run, the fund must set the function c1(m1) so

that, in the event of a run, the net benefit of redeeming early for an attentive non-type-1

investor is non-positive. Introducing a redemption fee policy into the expression for this net

benefit in equation (14) yields

R ≡
∫ π−δ

1−δ

0

u
(
c1(m1)

)
− pπ1E

[
u
(
c2(m1,m2, r2)

)]
−(1− pπ1)E

[
u
(
c3(m1,m2, r2)

)]
 fn(π1)dπ1 − T ≤ 0, (15)

where the payments c2 and c3 come from Proposition 3 when redemption demand (m1,m2)

corresponds to a run as in equation (13). As before, the potential benefit of redeeming in

period 1 comes when redemption demand π1 is small, which corresponds to the integral term

in R. The redemption fee policy must decrease this benefit until it is no more than the cost

T of redeeming early in states where high redemption demand triggers the time-consistent

fee (see equation (14)).
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Welfare. When the contract satisfies equation (15), no run will occur in equilibrium and

investors’ expected utility at t = 0 is

W =

∫ π

0

[
π1u
(
c1(π1)

)
+ (π − π1)u

(
cN2 (π1)

)
+ (1− π)u

(
cN3 (π1)

)]
f(π1)dπ1, (16)

with the payments in periods 2 and 3 given by

cN2 (π1) = min

{
π − π1c1(π1)

π − π1︸ ︷︷ ︸
no excess liquidity

,
R(1− π) + π − π1c1(π1)

1− π1︸ ︷︷ ︸
excess liquidity at t = 2

}
(17)

and

cN3 (π1) = max

{
R︸︷︷︸

no excess liquidity

,
R(1− π) + π − π1c1(π1)

1− π1︸ ︷︷ ︸
excess liquidity at t = 2

}
, (18)

where the N superscript indicates “no run”. Depending on the size of the fee imposed at

t = 1, these payments will take one of two forms: either all remaining liquid assets will be

given to redeeming investors at t = 2, or only some liquid assets will be paid out at t = 2

and the remainder will be held until t = 3. In the latter case, we say the fund is holding

excess liquidity at t = 2. If no excess liquidity is held, type 3 investors earn the return on

investment R and the fee revenue is paid out to type 2 investors. If following this plan would

give type 2 investors more than R, the fund will instead set e2 > 0 so that type 2 and type

3 investors earn the same amount, as shown in the expressions above.

Optimal policy. The fund’s problem is to choose the payment function c1(m1) for m1 ∈
[0, π] to maximize equation (16) subject to the run-proof constraint (15). Let c∗1(m1) denote

the solution to this problem, which we call the best general run-proof policy. This problem is

complicated by the fact that both the objective and the constraint are non-smooth functions

of c(m1) due to the max and min operators above. Nevertheless, we can gain insight into the

properties of the optimal policy by looking at the first-order condition in regions where the

objective and constraint functions are locally smooth.20 Suppose, for example, the optimal

policy in a neighborhood ofm1 involves no excess liquidity when there is no run (see equations

(17) –(18)) and liquidation in the event a run is detected at t = 2 (see Proposition 3). Then

20We provide a more general analysis of the solution and its properties in Online Appendix C.
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the first-order necessary condition for the optimal choice of c1(m1) is

m1

{
u′(c1(m1)

)
− u′(c2(m1, π −m1)

)︸ ︷︷ ︸
≡F (c1(m1),m1)

}
f(m1) (19)

= λ
{
u′(c1(m1)

)
+

m1

1−m1

E
[
u′(c2(m1,m2, r2)

)]
︸ ︷︷ ︸

≡G(c1(m1),m1)

}
fn

(
m1 − δ

1− δ

)
.

The left-hand side of this condition is the increase in expected utility associated with a

marginal increase in c1. The m1 type 1 investors will have marginally more consumption,

which they value at u′(c1). Type 2 investors will consume less; this cost is captured by

the u′(c2) term. If c1(m1) < 1, the difference between these terms is strictly positive, since

increasing c1 toward 1 moves the allocation closer to the planner’s solution. The expected

benefit of this increase is proportional to the probability that this level of redemption demand

will occur in equilibrium, f(m1).

The right-hand side of equation (19) is the cost of increasing c1 in terms of tightening the

run-proof constraint, which is proportional to the Lagrange multiplier λ. Increasing c1(m1)

raises the incentive to run both directly, by increasing the payoff of redeeming at t = 1, and

indirectly, by decreasing the payoff of redeeming in later periods; both terms in the curly

brackets are strictly positive. The overall cost is also proportional to the probability of m1

arising in the event of a run, which is the probability (as seen by a non-type 1 investor) that

the proportion of type 1 investors is equal to (m1 − δ)/(1− δ).

Some general properties of the optimal policy can be seen from equation (19). First, for

any m1 < δ, the fn term on the right-hand side is zero; if a run occurs, redemption demand

cannot be less than δ. Equation (19) then requires c1 = c2 on the left-hand side, which

implies c1 = c2 = 1 and c3 = R. In other words, when redemption demand is inconsistent

with a run, there should be no fee and the optimal policy implements the planner’s allocation.

For any m1 ≥ δ, the fn term is strictly positive and equation (19) implies c1(m1) < 1 must

hold. When redemption demand is consistent with a run, a fee should be applied. In this

region, the optimal c1 varies with redemption demand m1.

Solving for the full optimal fee schedule requires taking into account the max and min oper-

ators in all of the payment functions that enter the objective and the run-proof constraint,

which we do numerically. Figure 2 presents two examples that illustrate how the optimal fee

varies with redemption demand. Panel (a) is based on the same parameter values as Figure 1

above, including a uniform distribution for π1, while panel (b) uses a truncated normal distri-
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bution.21 As expected, both panels show there is no fee when redemption demand m1 is less

than δ = 0.2, and the time-consistent fee from Proposition 2 is applied when m1 > π = 0.5.

The interesting region is in the middle, where m1 ∈ [δ, π]. In panel (a), the payment c1 is

an increasing function of redemption demand m1 in this region, meaning the fee is smaller

when more investors redeem. In panel (b), the fee is non-monotone in this region. These

patterns are counterintuitive at first: one might have expected larger redemptions to lead to

a higher redemption fee. Why might the fee become smaller when more investors redeem?

(a) Uniform distribution (b) Truncated normal distribution

Figure 2: The best run-proof general policy

To understand these patterns, rewrite the first-order condition in equation (19) as

L(m1, c1) ≡

(
F
(
m1, c1

)
G
(
m1, c1

)) f(m1)m1

fn
(
m1−δ
1−δ

) = λ. (20)

This equation implicitly defines the best run-proof contract c1(m1) depicted in the middle

region of both panels. The first term in L is a marginal benefit-cost ratio: the numerator

F is the increase in expected utility per type 1 investor when c1 is increased, while the

denominator G is the increase in the incentive for a non-type-1 investor to run. We show in

Online Appendix C.2 (Lemma 4) that this ratio is decreasing in c1: when c1 is larger, the

marginal benefit of increasing c1 further is smaller relative to the marginal cost of increasing

the incentive to run. The ratio can be either increasing or decreasing in m1, depending on

parameter values.

The second term in L is a weighted likelihood ratio: the numerator is proportional to the

21The distribution f in panel (b) is a truncated normal distribution with a mean of 0.3 and a standard
deviation of 0.2. All other parameter values are the same as in panel (a).
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probability of m1 conditional on investors not running, while the denominator is the proba-

bility of m1 if a run were to occur (as viewed by a non-type-1 investor). The numerator is

weighted by the number of redeeming investors m1 because the welfare cost of imposing a fee

is proportional to the number of investors who pay the fee. The denominator, in contrast,

reflects the incentive to run for an individual investor. For many distributions f , including

the uniform distribution used in panel (a), the weighted likelihood ratio is increasing in m1.

If this effect is strong enough, the entire function L will be increasing in m1.
22

Because equation (20) shows that L must equal the constant λ for all values of m1, and

because L is decreasing in c1 as discussed above, higher values of m1 will be associated with

larger values of c1 if and only if L is increasing in m1.
23 In these cases, c1(m1) is increasing in

the middle region as shown in panel (a). Intuitively, imposing a large fee when redemption

demand is high tends to be costly because many investors will be hit by the fee in those

states. Unless large redemption demand when there is no run is sufficiently unlikely, the

best run-proof fee will be smaller when many investors redeem.

Panel (b) in Figure 2 shows that the optimal fee schedule is not always decreasing in this

region, however. Depending on the distribution f and other parameter values, the best

run-proof fee can be a complex and non-monotone function of redemption demand. Because

such policies may be difficult to implement in practice, we now shift our focus to a simpler

class of policies that take the same form as the 2023 MMF reform in the U.S.

4.2 Simple policies

In this section, we study a class of simpler policies in which the fee is zero for redemption

demand up to a threshold and constant afterward, that is,

c1(m1) =

1 if m1 ∈ [0, m̄)

c̄ if m1 ∈ [m̄, π]

for some pair (m̄, c̄) with c̄ ≤ 1. If redemption demand m1 were larger than π, the time-

consistent redemption fee from Proposition 2 would be applied, as before.

We divide the run-proof condition for a simple policy (m̄, c̄) into two parts. If the threshold

is relatively low, with m̄ ≤ δ, then the fee will apply for certain in the event of a run. For

22 In Online Appendix C.2 (Lemma 5), we provide a sufficient condition on the weighted likelihood ratio for
L to be increasing in m1.

23 See Proposition 7 in Online Appendix C.3 for a formal statement and proof of this result.
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this case, the run-proof condition in equation (15) can be written as

R(m̄, c̄) ≡
∫ π−δ

1−δ

0

u(c̄)− pπ1E
[
u
(
c2(m1,m2, r2)

)]
−(1− pπ1)E

[
u
(
c3(m1,m2, r2)

)]
 fn(π1)dπ1 − T ≤ 0. (21)

The payments c2 and c3 above are determined by Proposition 3, but with c1(m1) set to the

constant c̄ for all m1 ∈ [m̄, π]. If the threshold is higher, with m̄ > δ, the fee will only apply

in a run if the realization of π1 is large enough that m1 = π1+ δ(1−π1) ≥ m̄. The run-proof

condition in this case is

R(m̄, c̄) ≡
∫ m̄−δ

1−δ

0

{
u(1)− pπ1E

[
u
(
c2
)]

− (1− pπ1)E
[
u
(
c3
)]}

fn(π1)dπ1 (22)

+

∫ π−δ
1−δ

m̄−δ
1−δ

{
u(c̄)− pπ1E

[
u
(
c2
)]

− (1− pπ1)E
[
u
(
c3
)]}

fn(π1)dπ1 − T ≤ 0

where the indexes (m1,m2, r2) have been omitted from c2 and c3 to save space.

Define the set of simple run-proof policies P as

P ≡
{
(m̄, c̄) | R(m̄, c̄) ≤ 0

}
.

Figure 3 depicts this set in blue, using the same parameters as the example in Figure 1. For

any m̄ ≤ δ, the incentive to run R(m̄, c̄) is independent of the threshold m̄, as shown in

equation (21). It is straightforward to show that, in this region, there is a unique c̄∗ such

that the incentive to run is positive for c̄ > c̄∗ and negative for c̄ < c̄∗. In other words, c̄∗ is

the highest payment that can be made at t = 1 without introducing a run equilibrium if the

redemption fee would always be activated by a run. When m̄ > δ, the fee may or may not

be activated by a run, depending on the realized value of π1. In this region, the incentive to

run is strictly increasing in both m̄ and c̄, which implies the boundary of the run-proof set is

strictly decreasing as shown in the figure. Intuitively, if the fee is less likely to be activated

in a run, it must be larger to make running unattractive.

Optimal policy. Under a simple policy (m̄, c̄), welfare in the no-run equilibrium from

equation (16) can be written as

W(m̄, c̄) ≡
∫ m̄

0

[π1u(1) + (π − π1)u(1) + (1− π)u(R)]f(π1)dπ1 (23)

+

∫ π

m̄

[
π1u(c̄) + (π − π1)u

(
cN2 (π1)

)
+ (1− π)u

(
cN3 (π1)

)]
f(π1)dπ1,
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Figure 3: Run-proof set and the best simple policy

where the payments cN2 and cN3 are given by equations (17) and (18) with c1(π1) equal to

c̄ for all π1 ∈ [m̄, π]. It is straightforward to show that welfare is strictly increasing in m̄

for any c̄ < 1 and is strictly increasing in c̄ for any m̄ < π. For a given fee, welfare is

higher if the fee is imposed less often and, for a given threshold, welfare is higher if the fee

imposed above that threshold is smaller. As a result, the indifference curves in the space of

policies (m̄, c̄) are strictly decreasing, as depicted by the yellow curves in Figure 3. It follows

immediately that the best run-proof policy cannot have m̄ < δ. It may be at the kink point,

where m̄ = δ, or it may lie on the downward-sloping portion, with m̄ > δ.

Our next result shows that if the best general policy c∗1(m1) is increasing on [δ, π], as in panel

(a) of Figure 2, the best simple policy is at the kink point in Figure 3. As discussed above,

this condition is met if the distribution f is uniform and in many other cases as well.

Proposition 4. If c̄ ∗ < 1 and the best general policy c∗1(m1) is increasing on [δ, π], then the

unique best simple run-proof policy sets m̄ = δ and c̄ = c̄ ∗.

Intuitively, a given redemption fee is costlier in states where π1 is large because more investors

are hit by the fee, as emphasized in Section 4.1. If the policy were to set the threshold higher

than δ, the corresponding payment would be less than c̄ ∗, at a point on the downward-sloping

part of the frontier in Figure 3. Starting from this situation, decreasing the threshold and

the fee together shifts the burden of the fee away from states where many investors pay the

fee and into states where fewer investors pay the fee. When the best general policy is an

increasing function, this shift unambiguously increases investors’ expected utility. It bears

emphasizing that this condition is sufficient, but not necessary, for the best simple policy to
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have m̄ = δ. For a wide range of parameter configurations, the best policy imposes a fee

whenever redemption demand at t = 1 is consistent with a run.24

Discussion. Unlike the (complex) general policy depicted in Figure 2, the policy in Propo-

sition 4 is simple enough to use as a guide for regulation. Implementing the policy in practice

would require calibrating the model parameters, of course. Some parameters would be fairly

straightforward. The distribution f , for example, could be mapped to the distribution of

daily outflows from the fund in normal times, and π could correspond to the upper bound

of the support of this distribution. We provide such a calibration in Section 5 below; see

Figure 6. However, the best run-proof policy also depends on parameters that are less easily

observed and for which changes may be difficult to monitor.

The parameter δ, for example, could be calibrated to match the outflows in the first pricing

period of past run episodes, but its value might be quite different in future episodes. The

runs on Silicon Valley Bank and some other U.S. regional banks in early 2023 provide a

useful lesson in this regard. The speed of the withdrawals from these banks was much faster

than in past banking crises, highlighting that the value of δ in our model could depend on

factors such as who a fund’s investors are and how frequently/easily they communicate with

each other.25 Shifts in social media or other communication patterns could lead to changes

in δ that would be difficult for a fund or regulator to discern in real time. Alternatively, δ

could reflect the time of day that a run begins; a run that starts early in the morning would

likely have more first-day redemptions than a run that starts later in the day. Past data on

first-day redemptions would have limited predictive power in this case as well.26 The best

policy also depends on investors’ belief about the future liquidation value r2, which may

be difficult to measure in a way that is verifiable enough to be used in the redemption fee

calculation. We deal with this issue next by introducing a notion of robust policies.

4.3 Robust policies

We say a fee policy is robust if it is run-proof for any fraction δ of attentive investors and any

distribution of the future liquidation value r2 on [r̄, r]. In this section, we extend our results

above to characterize the best robust simple policy. Designing a robust policy typically

24 In Online Appendix D, we prove a generalized version of this result (labeled Proposition 4′) that applies
to any interval [mT , π] with mT ≥ δ and is used in Section 4.3 below.

25Cipriani and La Spada (2020) and Allaire et al. (2024) provide evidence that the composition of investors
within a fund affects redemption behavior.

26One could make δ stochastic, but the best policy would then depend on the distribution of δ, which would
be equally difficult to measure and monitor over time.
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involves focusing on a worst-case scenario. For a given simple fee policy, it is straightforward

to show that investors’ incentive to run in equations (21) and (22) is strictly decreasing in

r2. This fact implies there is a clear worst-case scenario: r2 takes its smallest possible value

r with certainty, which we refer to as the “adverse liquidity scenario.” A fee policy that is

run-proof for this scenario is also run-proof for any distribution of r2 on [r, r].

Our analysis in Section 3, especially Figure 1, shows that identifying a worst-case scenario

for the parameter δ is less straightforward. When there is no redemption fee, the incentive

to run is highest when δ takes an intermediate value: large enough that the run will cause

damage, but small enough that it may not trigger a fee at t = 1. We show below that when

the fund uses a simple fee policy, there are two “worst-case” scenarios for δ, one where the fee

is applied in all states in the event of a run and another where the fee is only applied in some

states. These two scenarios determine the best run-proof fee and threshold, respectively.

The best robust policy maximizes investors’ expected utility in equation (16) subject to the

constraint that the policy lies in the run-proof set depicted in Figure 3 for all δ ∈ [0, 1] under

the adverse liquidity scenario. Formally, the problem can be written as

max
{m̄,c̄}

W(m̄, c̄)

s.t. R(m̄, c̄; δ, r) ≤ 0 for all δ.

The objective function is unchanged because there is no run in equilibrium and, therefore,

δ and r2 have no effect on equilibrium welfare or the indifference curves in Figure 3. The

function R in the constraints of this problem is again given by equations (21) and (22); the

notation now emphasizes that this function depends on δ and r2 and is being evaluated at

r2 = r with certainty. The constraint set for this problem is, therefore, the intersection of

the run-proof set in Figure 3 across all values of δ, with each set evaluated in the adverse

liquidity scenario.

The set of robust policies. We characterize the constraint set in two steps.

Step 1. First, suppose the threshold m̄ were set to zero, so the redemption fee would be

applied for certain at t = 1 regardless of δ and π1. Ask: what is the largest payment c̄ that

is run-proof for all δ in this case? Define

c̄ ∗R = min
δ∈[0,1]

{c̄∗(δ) : R (0, c̄∗(δ); δ, r) = 0} .

Graphically, for each value of δ, find the payment c̄ ∗(δ) that corresponds to the flat part of
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the boundary of the run-proof set in Figure 3.27 Then c̄ ∗R (the subscript indicates “robust”) is

the smallest of these payments. Because c̄ ∗(δ) is continuous, such a minimum always exists.

Let δH denote the value of δ where this minimum is reached. Then δH is the worst-case

scenario, in the sense of requiring the highest fee to remove the incentive to run, if the fee

will be applied in all states.

Step 2. Next, suppose the payment in the fee region is set to c̄ ∗R, but allow the threshold m̄

to be positive. Ask: what is the highest threshold that is run-proof for all δ in this case?

Define

m̄∗
R = min

δ∈[0,1]
{m̄(δ) : R (m̄(δ), c̄ ∗R; δ, r) = 0} .

Graphically, for each value of δ, find the threshold m̄(δ) where the boundary of the run-proof

set in Figure 3 crosses c̄R,
28 and let m̄∗

R denote the smallest of these thresholds. Let δL denote

the value of δ for which this minimum attains. Then δL is the worst-case scenario, in the

sense of requiring the lowest threshold to remove the incentive to run, if the fee is set to c̄ ∗R.

These two steps are illustrated in Figure 4, using the same parameters as the example in

Figure 1. Panel (a) shows the boundary of the run proof set P (δ) for a collection of δ ≥ δH .

As δ decreases from 1, the set of run-proof policies becomes strictly smaller until δH is

reached. Panel (b) shows the run-proof boundaries for a collection of δ ≤ δL. In this panel,

as δ increases from zero, the set of run-proof policies becomes strictly smaller until δL is

reached. As panel (c) illustrates, δL is strictly less that δH , and the run-proof sets for these

two values are overlapping. Because δH is associated with larger runs, a larger fee (i.e., a

lower c̄) is needed to make the policy run proof for much of the region, but the threshold

can be set higher and still trigger a fee with high probability. Under δL, in contrast, the

run is smaller and can be prevented with a smaller fee, but the threshold associated with

any given fee must be lower so the fee will be triggered with sufficient probability in a run.

Panel (c) also depicts the run-proof set for a value of δ strictly between δH and δL; this set

lies strictly outside the robust run-proof set.

The best robust policy. As the figure illustrates, the boundary of the set of robust run-

proof policies is flat at c̄ ∗R up to the threshold m̄∗
R and then downward sloping. The indiffer-

ence curves generated by investors’ expected utility are the same as in Figure 3. Our next

27 If R(0, 1; δ, r) ≤ 0, i.e., making the efficient payment is already run-proof for the given δ and r, set
c̄∗(δ) = 1.

28 If the boundary does not cross c̄R, for example because δ is small and all policies are run-proof, then set
m̄(δ) = δH .

29



(a) δ ≥ δH (b) δ ≤ δL

(c) δL ≤ δ ≤ δH

Figure 4: Robust simple policies

result shows that, under the same conditions studied in the earlier sections, the best policy

is again at the kink point of this set, (m̄∗
R, c̄

∗
R). A proof of this result follows directly from

Proposition 4′ in Appendix D.

Proposition 5. If c̄ ∗R < 1 and the the best general policy c∗1(m1) based on δL is increasing

on (m̄∗
R, π), then (m̄∗

R, c̄
∗
R) is the unique best robust simple policy.

The two elements of the best robust simple policy have clear and distinct interpretations.

The payment c̄ ∗R, and hence the redemption fee, is determined entirely by δH . In other

words, the fee is set to guard against the worst-case large run that would trigger the fee

for certain. If the threshold were be set to δH , however, the fund would be susceptible to

a slightly smaller run (i.e., a lower value of δ) because then the fee would not be triggered

at t = 1 in some states. To be robust run-proof, the policy must set the threshold to m̄∗
R,

which guards against the worst-case small run given c̄ ∗R.
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Figure 5 depicts the expected payoff of redeeming and waiting when the fund adopts the

best robust simple policy, using the same parameter values as Figure 1.29 The figure shows

that the policy makes waiting at least weakly better than redeeming for all values of δ. The

blue curve has a kink at δ = m̄∗
R, reflecting the fact that redemption demand in a run will

be large enough to trigger the fee for sure when δ > m̄∗
R, but only with some probability

when δ < m̄∗
R. The figure illustrates how the run-proof condition binds at both δL and δH

under the best robust policy.

Figure 5: No preemptive run equilibrium under the best robust policy

We view the result in Proposition 5 as the main policy prescription of our model. In the

next section, we compare this prescription to the 2023 MMF reform in the U.S. and discuss

its broader implications.

5 Evaluating the 2023 Reform

In this section, we use our model to evaluate the MMF reform adopted in the U.S. in 2023.

After describing how redemption fees are set in the new policy, we show that our analysis

identifies two important weaknesses. First, when liquidity conditions may deteriorate, the

policy can leave funds vulnerable to a preemptive run. Second, when liquidity conditions

are stable, the fee imposed by the policy is inefficiently large, making funds less attractive

to investors. Finally, we show that another feature of the 2023 reform, increased liquidity

requirements, is less desirable when fees are set according to the best robust policy.

29The best robust policy for this example sets m̄∗
R = 0.324 and c̄ ∗

R = 0.974.
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Vertical slice rule. Under the 2023 reform, institutional prime and tax-exempt MMFs are

required to impose a redemption fee in a pricing period if net redemptions exceed 5% of the

fund’s assets. This threshold is low enough that it is expected to be met with some regularity

in normal times. When the threshold is met, a fund is required to impose a redemption fee

equal to the cost it would face if it were to sell a pro-rata share of each security in its

portfolio. In other words, redeeming investors will receive the current liquidation value of a

“vertical slice” of the fund’s portfolio.

In our model, this new rule corresponds to a simple policy with the threshold m̄ set to 5%

and the payment

c̄V = r1(1− π) + π. (24)

This payment corresponds to the time-consistent payment in our analysis when redemption

demand in period 1 is greater than π and the fund chooses to liquidate some investment (see

Proposition 2). It is important to note that c̄V relies solely on the current liquidation value

r1, whereas the best robust fee c̄ ∗R also depends on the future adverse liquidity scenario r.

This lack of forward-looking considerations creates the policy’s first weakness.

Vulnerability. Our model identifies situations where preemptive runs may still occur under

the new policy. Suppose, for example, markets are currently perfectly liquid (r1 = 1), but

investors believe conditions may worsen: the lower bound r of the future liquidation value r2

is less than 1. The vertical-slice rule in equation (24) will then set c1 = 1 for all m1, meaning

no redemption fee is applied. Investors recognize, however, that if a run were to occur, the

fund may need to liquidate assets in period 2 and a redemption fee may apply then. This

possibility can give non-type-1 investors an incentive to run preemptively.

A calibrated example. Figure 6 illustrates this result using a distribution for π1 that is

calibrated to match features of the data. The blue bars in panel (a) represent, for different

levels of the threshold m̄, the fraction of prime and tax-exempt MMFs that would have

exceeded the threshold on a given day in the period December 2016 - October 2021.30 We use

a truncated normal distribution for π1 and choose the upper bound π, mean µ, and standard

deviation σ to approximate this data; the orange bars show the calibrated distribution.31

Panel (b) presents the expected value of redeeming in period 1 and of waiting for a non-type

1 investor when all other attentive investors redeem. Because no fee is applied in period 1

30This data comes from Table 6 of SEC (2023).
31The calibrated parameters are π = 0.1301, µ = 0.0032 and σ = 0.0427. The other parameter values used
in panel (b) of Figure 6 are R = (1.04)

1
180 , r1 = 1, and r = 0.8.
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regardless of redemption demand, the value of redeeming is ln(1) = 0 for all δ. The panel

shows that run equilibrium exists for a wide range of values of δ in this case.

(a) Calibrated distribution of π1 (b) Incentive to run

Figure 6: Calibrated example

This vulnerability is also illustrated in panel (a) of Figure 7, which uses the same parameter

values. As in Figures 3 and 4 above, the shaded area represents the set of simple, robust

run-proof contracts. In this example, the possibility of costly liquidation next period implies

that a positive fee is needed to make the fund run-proof for some values of δ. The dashed

line indicates the period 1 payout associated with the vertical slice rule, which has zero

redemption fee in this case. The figure shows that no choice of threshold m̄ would make the

fund robust run-proof. Overall, this first example demonstrates that the current redemption

fee must take future liquidation values into account to be effective. The 2023 reform does

not have this feature.

(a) Vulernability (b) Inefficiency

Figure 7: Effectiveness of a vertical-slice fee rule
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Inefficiency. The second weakness identified by our model arises when liquidity conditions

will not deteriorate. Suppose, for example, r1 is already at the lower bound r < 1. In

this case, a vertical-slice rule policy is robust run-proof as long as the threshold is chosen

appropriately. However, the following result shows that the fee assigned by the rule in this

case is inefficiently large.

Proposition 6. Suppose r1 = r < 1 and the conditions of Proposition 5 are satisfied. Let

m̄V be the largest threshold such that the policy (m̄V , c̄V ) is robust run proof. Then the best

robust policy has c̄ ∗R > c̄V and m̄∗
R < m̄V .

Proposition 5 applies whenever the best general fee policy based on δL is strictly increasing

on the interval (m̄∗
R, π), which is satisfied by our calibrated example above.32 The result

in Proposition 6 is illustrated by the example in panel (b) of Figure 7. The vertical-slice

payment c̄V in this case cuts across the robust run-proof set. The best vertical-slice policy

sets the threshold to the highest value in the set, m̄V , to minimize the probability the fee is

applied in equilibrium. As is clear from the figure, this policy lies on the downward-sloping

part of the frontier. It follows from Proposition 5 that welfare is improved by moving along

the frontier to the northwest: using a a smaller fee and a lower threshold. Intuitively, in

this example, the vertical-slice rule imposes a large fee in states where the fraction of type

1 investors is high. In these states, the conditional probability of being type 1 – and having

to pay the fee – is relatively large for each investor. Risk averse investors would prefer a

smaller fee, even though that fee would be applied more often.

It is worth noting that there is a case in which the vertical-slice fee is equal to the best

robust fee and, therefore, a vertical slice policy can be both effective and efficient. Given

other parameter values, there is a unique value of r1 such that the payment c̄V from equation

(24) exactly equals c̄ ∗R, which implies the dashed line in Figure 7 coincides with the flat part

of the boundary of the robust run-proof set. This coincidence is a knife-edge case, however.

If r1 is slightly higher, the vertical-slice policy will be vulnerable to a run, as in panel (a),

while if r1 is slightly lower, it will have an inefficiently high fee as in panel (b).

Desirability of liquidity requirements. As a final step in our analysis of the 2023 reform,

we examine the desirability of requiring funds to hold more liquid assets. Under the new

rules, funds must maintain at least 25% of their total assets in daily liquid assets and at least

50% in weekly liquid assets, up from the previous thresholds of 10% and 30%, respectively.

So far in our analysis, we have held the fraction of the fund’s portfolio in the liquid asset

32 Figure 13 in Online Appendix C.4 presents the best general policy for the calibrated example.
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constant at π. We interpret the new rules as increasing this fraction to a higher level, which

we denote s > π. We provide examples to show that increasing s can reduce fragility and

increase investors’ expected utility when the redemption fee policy follows the vertical slice

rule. However, in these same examples, increasing s makes investors worse off under the best

robust simple policy. These examples illustrate that liquidity requirements are less desirable

as a policy tool when redemption fees are used more efficiently.

It is straightforward to extend our analysis above to allow the fraction of the funds’ portfolio

held in storage to be any s ≥ π. The payment associated with the vertical-slice rule in

equation (24) becomes

c̄V (s) = r1(1− s) + s. (25)

Note that this payout is increasing in s whenever r1 < 1. In situations where the vertical

slice payment is inefficiently low, like panel (b) of Figure 7, this increase will move the policy

closer to the best robust policy, at least in the fee dimension. Using these same parameter

values, panel (b) of Figure 8 shows that investors’ expected utility increases as the fraction

of liquid assets s is raised above π. If an (inefficient) vertical-slice rule must be used, holding

more liquid assets can potentially mitigate the inefficiency.

(a) Lower fragility (b) Higher welfare

Figure 8: Effect of a higher liquidity requirement under the vertical slice rule

A higher liquidity requirement can also be useful in the situation depicted in panel (a) of

Figure 7, where the fee imposed by the vertical slice rule is too small to rule out preemptive

runs. When the fund holds more liquid assets (s > π), the robust run-proof set in the

figure expands, and a run can be prevented with a smaller fee and/or higher threshold. In

this case, even though holding more liquid assets increases the vertical-slice payout c̄V (s), it
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can decrease the difference between c̄V (s) and the best robust run-proof payout c̄ ∗R(s). To

illustrate this point, panel (a) of Figure 8 plots this difference and shows it to be decreasing in

s. When liquidity conditions may worsen, holding more liquid assets can bring the vertical-

slice fee policy closer to being robust run-proof.

Figure 9 studies this same change when the best robust fee policy is used in place of the

vertical slice rule. In both examples, investors’ expected utility is now strictly decreasing as

s is raised above π. In other words, when an efficient redemption-fee policy is used, raising

liquidity requirements is less attractive. To see the intuition for this result, suppose we start

from the first-best allocation and compare a small redemption fee with a small increase in

the fund’s liquid assets. Both of these changes decrease the incentive for investors to run on

the fund, but they have different effects of investors’ expected utility. The redemption fee

transfers consumption from type 1 to type 2 and 3 investors in some states. Starting from the

first-best allocation, the utility loss from this transfer is second-order. Changing the fund’s

portfolio, in contrast, decreases the present value of investors’ total consumption, which

creates a first-order utility loss. If only a small change is needed to make the fund run-proof,

therefore, it is generally better to use a redemption fee than a more liquid portfolio.33 Figure

9 shows that this logic extends to the two examples presented here: with a well-designed

fee policy in place, holding excess liquidity lowers investors’ expected utility. These results

suggest that future reforms should concentrate on improving the design of redemption fees

and perhaps consider easing liquidity requirements.

(a) Scenario 1: r1 = 1 and r < r1 (b) Scenario 2: r1 = r < 1

Figure 9: Effect of a higher liquidity requirement under the best robust policy

33 In a model with two consumption periods and sequential service, Ennis and Keister (2006) use this logic to
show that the best run-proof contract has s = π if the cost of liquidating investment is sufficiently small.
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6 Concluding Remarks

In the years since the 2008 global financial crisis, there has been a wide-ranging debate

about how to best prevent runs on banks and other financial intermediaries. Proposals have

included requiring intermediaries to hold more capital and more liquid assets, placing limits

on maturity transformation, expanding government guarantees, and more. A variety of

policy reforms have been enacted for different types of intermediaries, including commercial

banks, money market funds, and other shadow-banking arrangements. However, as the runs

in the U.S. on prime MMFs in 2020 and on regional banks in 2023 demonstrate, significant

vulnerabilities remain. Moreover, there is little consensus on the basic principles that should

guide future policy reforms.

We contribute to this debate by focusing on one particular tool of financial stability policy:

redemption fees. The idea that depositors or other investors should receive less from their

intermediary when withdrawal demand is high has a long history in the banking theory

literature. Wallace (1990) called this property a partial suspension of convertibility and

argued that “a good banking system would have the partial suspension property” (p.19). The

2023 MMF reform in the U.S. can be viewed as an attempt to implement this observation

in practice. MMFs offer a particularly useful setting for studying this type of reform, as

their structure more closely resembles the banks in Diamond-Dybvig–style models than do

commercial banks or many other intermediaries. The insights gained from studying reforms

to MMFs can also help inform the design of future reforms and regulatory frameworks for

other types of run-prone financial intermediaries.

Our analysis above shows how redemption fees can be effective at preventing runs. It also

illustrates the principles that should guide the design of a fee policy. In general, the fee

assigned to a given level of redemption demand should depend on three factors. All else

equal, it should be higher for levels of redemption demand that are more likely to occur

during a run, and it should be lower for levels of redemption demand that are more likely

to occur in normal times. In addition, the fee should tend to be smaller in states where

many investors need to redeem. Together, these forces imply the best general run-proof

fee schedule is complex and may be a non-monotone function of redemption demand. If

attention is restricted to a simpler class of policies, with a fixed fee that applies whenever

redemption demand is above a threshold, our results show how these principles guide the

optimal choice of the threshold and fee.
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We have focused on environments like mutual funds where redeeming investors are all paid

at the end of a period. Our analysis highlights the importance of a key parameter in these

settings: the fraction of investors who would redeem on the first day when a run starts.

We showed that the incentive for investors to run is non-monotone in this parameter; the

danger comes from a run that is large enough to damage the fund but small enough that it

might initially go undetected. Because this parameter is particularly difficult for funds and

regulators to monitor, we advocate for policies that are robust in the sense of being immune

to a run of any size. We derived the best simple, robust run-proof policy and showed how

the general principles above determine the threshold and fee in this policy. The optimal fee

protects against larger runs, which will trigger the fee for sure, while the optimal threshold

protects against smaller runs, which are more likely to initially go undetected.

Our analysis also emphasizes that preventing runs requires the redemption fee to be forward-

looking in the sense that it depends on possible future liquidation costs. The 2023 reform to

MMFs in the U.S. does not have this feature, which leaves funds vulnerable to a preemptive

run if investors believe liquidity conditions may worsen. Measuring the probability distribu-

tion of future liquidation costs in a way that can be used for regulatory purposes may be

difficult. If so, an alternative is to specify an adverse scenario for future liquidation values

and derive the redemption fee policy with r2 set to this adverse scenario. It is important

that this adverse scenario be constant over time, to avoid a situation where investors run

preemptively because they expect the adverse scenario to be revised. This concern indicates

that the adverse scenario must truly reflect a worst-case situation. However, using a very

low liquidation value to calculate redemption fees may make funds unattractive to investors.

One way to balance these concerns would be to require funds to have a contractual backstop

that allows them to sell their investments at a specified minimum price. This minimum price

would create a credible adverse scenario for use in the redemption fee policy.

As a final comment, our model abstracts from uncertainty about the fundamental value

of funds’ illiquid investment, which makes the analysis particularly well suited for money

market mutual funds. However, many of the same considerations would arise in setting a

redemption fee (or swing pricing) policy for other open-end mutual funds that hold illiquid

assets. Extending our model to study corporate bond funds, for example, would require

introducing uncertainty into the fundamental value R of matured investment. This extension

may be a promising avenue for future research.
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Appendix
This appendix provides additional proofs, examples, and generalized results that complement

the material in the main text.

A Time consistent payments

In this appendix, we prove the two propositions in Section 2.5 that characterize time-

consistent contracts. We first prove Proposition 2, which applies when a run is detected

in the first period. We then prove a more general version of Proposition 3, which determines

time-consistent payments when a run is detected in the second period.

A.1 Run detected in period 1

Proposition 2. When m1 > π, condition (TC1) requires the fund to set e2 = ℓ2 = 0 and

cTC1
1 = cTC1

2 = max

{
π

π + δ(1− π)
, r1(1− π) + π

}
cTC1
3 = min

{
R

1− δ
, R(1− π) +

R

r1
π

}
for all (m1,m2, r2).

We prove this result in the following steps. First, we present the optimization problem the

fund will solve when m1 > π and the conditions that characertize its solution. We then

present and prove three lemmas that establish properties of the solution. Finally, we use

these lemmas to prove the proposition.

Under condition (TC1), the fund’s problem at t = 1 when m1 > π is

max m1u(c1) + [π + δ(1− π)−m1]E
[
u
(
c2(r2)

)]
+ (1− π)(1− δ)E

[
u
(
c3(r2)

)]
[P1]

s.t. m1c1 + e1 = π + r1ℓ1

[π + δ(1− π)−m1] c2(r2) + e2(r2) = e1 + r2ℓ2(r2) for each r2

(1− π)(1− δ)c3(r2) = R [1− π − ℓ1 − ℓ2(r2)] + e2(r2) for each r2

e1 ≥0, ℓ1 ≥ 0

e2(r2) ≥0, ℓ2(r2) ≥ 0 for each r2.

Let µ1, µ2(r2), µ3(r2), ν1, w1, ν2(r2), and w2(r2) be the corresponding multipliers, which are

all nonnegative. For simplicity, we consider the case when r2 is a discrete random variable;

similar arguments apply when r2 is a continuous random variable. The first-order necessary
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conditions for a solution are then:

u′(c1) = µ1 [c1]

qr2u
′ (c2(r2)) = µ2(r2) [c2(r2)]

qr2u
′(c3(r2)) = µ3(r2) [c3(r2)]∑

r2

µ2(r2) + ν1 = µ1 [e1]

µ3(r2) + ν2(r2) = µ2(r2) [e2(r2)]

r1µ1 + w1 = R
∑
r2

µ3(r2) [ℓ1]

r2µ2(r2) + w2(r2) = Rµ3(r2) [ℓ2(r2)],

where qr2 denotes the probability of r2, that is, qr2 = Prob{r̃2 = r2}. The complementarity

slackness [CS] conditions are:

ν1e1 = 0, ν2(r2)e2(r2) = 0, w1ℓ1 = 0, and w2(r2)ℓ2(r2) = 0.

We establish three lemmas that characterize various portfolio management choices in the

solution and then use these lemmas to prove the proposition. The first lemma shows that it

is never optimal for the fund to hold excess liquidity in period 2.

Lemma 1. The solution to [P1] has e2(r2) = 0 for all r2.

Proof. To begin, note that for any r2, setting both e2(r2) > 0 and ℓ2(r2) > 0 cannot be

optimal. In other words, it is never optimal for the fund to simultaneously hold excess

liquidity and liquidate investment. To see this, note that if e2(r2) > 0 and ℓ2(r2) > 0 both

held, the [CS] conditions and first order conditions for e2(r2) and ℓ2(r2) would imply both

µ2(r2) = µ3(r2) and r2µ2(r2) = Rµ3(r2), which contradict each other.

The proof is by contradiction in two parts. First, suppose e2(r2) > 0 held for some but not

all r2. Then there would exist r′2 and r′′2 such that e2(r
′
2) > 0 and e2(r

′′
2) = 0. The fact that

e2(r
′
2) > 0 would imply ℓ2(r

′
2) = 0, which through the budget constraints would imply both

c2(r
′
2) < c2(r

′′
2) and c3(r

′
2) > c3(r

′′
2). However, because e2(r

′
2) > 0 implies v2(r

′
2) = 0, the

first-order condition for e2(r
′
2) would imply µ2(r

′
2) = µ3(r

′
2) and, therefore, c2(r

′
2) = c3(r

′
2).

It would follow that c2(r
′′
2) > c3(r

′′
2), which would require µ2(r

′′
2) < µ2(r

′′
3), and, therefore,

ν2(r
′′
2) < 0, which is a contradiction.

Second, suppose e2(r2) > 0 held for all r2, which would imply ℓ2(r2) = 0 and ν2(r2) = 0
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for all r2. We would then have µ2(r2) = µ3(r2) and c2(r2) = c3(r2) for all r2. The budget

constraints would also imply e1 > 0, and the [CS] conditions and the first order conditions

together would imply both

µ1 =
∑
r2

µ2(r2) =
∑
r2

µ3(r2) and

r1µ1 + w1 = R
∑
r2

µ3(r2).

These two equations would imply r1µ1 +w1 = Rµ1, which in turn would imply w1 > 0 and,

therefore, ℓ1 = 0. However, using m1 > π, the period 1 budget constraint (with ℓ1 = 0)

would then require e1 < 0, which is a contradiction.

Together, these twp steps show that e2(r2) must equal zero for all values of r2.

The next lemma shows that the fund will always hold excess liquidity in period 1.

Lemma 2. The solution to [P1] has e1 > 0.

Proof. The proof is again by contradiction. Suppose the solution had e1 = 0. Then it

must have ℓ2(r2) > 0 for all r2. Otherwise, the remaining type 2 investors would have zero

consumption, which cannot be optimal. Since the fund would be liquidating investment in

period 2 for all r2, it would not hold excess liquidity, that is, e2(r2) = 0 for all r2.

The [CS] conditions and first order conditions for ℓ1 and ℓ2(r2), would then imply

r1µ1 + w1 = R
∑
r2

µ3(r2) =
∑
r2

r2µ2(r2). (26)

or

µ1 =
∑
r2

r2
r1
µ2(r2)−

1

r1
w1.

Combining this equation with the first-order condition for e1 to eliminate the variable µ1

would then yield

ν1 +
∑
r2

µ2(r2) =
∑
r2

r2
r1
µ2(r2)−

1

r1
w1
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or, multiplying both sides by r1 and rearranging terms,

r1ν1 + w1 =
∑
r2

(r2 − r1)µ2(r2).

Note that, for any r′2 > r′′2 , the first-order conditions and budget constraints would then imply

c2(r
′
2) > c2(r

′′
2); in other words, consumption must be higher in the state where investment

is worth more. Therefore, we would have

r1ν1 + w1 =
∑
r2

(r2 − r1)u
′(c2(r2))qr2 <

∑
r2

(r2 − r1)u
′(c2(r))qr2 = (E[r2]− r1)u

′(c2(r)) ≤ 0,

where the last inequality follows from r1 ≥ E[r2]. The strict inequality in the middle of this

line contradicts the fact that r1ν1 and w1 are both non-negative.

Lemmas 1 and 2 show that the fund will hold some excess liquidity exiting period 1, but

will use all of its liquid assets to make payments in period 2. The third lemma uses these

conditions to show that the fund will not liquidate investment in period 2.

Lemma 3. The solution to [P1] has ℓ2(r2) = 0 for all r2.

Proof. To begin, note that Lemma 2 implies ν1 = 0 and, therefore, the first-order condition

for e1 becomes

µ1 =
∑
r2

µ2(r2)

The proof of this lemma is again by contradiction in two steps. First, suppose the fund sets

ℓ2(r2) > 0 for all r2. If ℓ1 > 0 also held, the first-order conditions for ℓ1 and ℓ2(r2) would

imply

r1µ1 = R
∑
r2

µ3(r2) =
∑
r2

r2µ2(r2).

Combining these equations would then yield

∑
r2

r1µ2(r2) =
∑
r2

r2µ2(r2),

which is a contraction because r1 ≥ r2 for all r2 with strict inequality in some states. If,

instead, ℓ1 = 0 held, then for any r′2 > r′′2 , it would follow from the budget constraints that
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c2(r
′
2) > c2(r

′′
2). Therefore, we would have

w1 =
∑
r2

(r2 − r1)µ2(r2) < (E[r2]− r1)u
′(c2(r)) ≤ 0,

which contradicts the fact that w1 is non-negative.

Second, suppose ℓ2(r2) > 0 held for some but not all r2. Note that it is never optimal for

the fund to choose ℓ2(r
′
2) = 0 and ℓ2(r

′′
2) > 0 for any r′2 > r′′2 . Intuitively, liquidation is less

attractive when r2 is lower. (To verify this statement, note that since e2(r
′
2) = e2(r

′′
2) = 0,

this pattern of liquidation would imply c2(r
′
2) < c2(r

′′
2) and c3(r

′
2) > c3(r

′′
2). It would then

follow from the first-order conditions for ℓ2(r
′
2) and ℓ2(r

′′
2) that

w2(r
′
2) = Rqr′2u

′(c3(r
′
2))− r′2qr′2u

′(c2(r
′
2)) < Rqr′2u

′(c3(r
′′
2))− r′2qr′2u

′(c2(r
′′
2)) = 0,

which contradicts the fact that w2(r
′
2) is non-negative.) Therefore, it would have to be the

case that there exists r̂2 such that ℓ2(r2) > 0 for any r2 > r̂2 and ℓ2(r2) = 0 for any r2 ≤ r̂2.

The [CS] conditions and first-order conditions for e1 > 0 and ℓ2(r̄) > 0 would then imply

µ1 =
∑

r2
µ2(r2) and r̄µ2(r̄) = Rµ3(r̄). For any r2 ≤ r̂2, since we would have ℓ2(r̄) > 0 and

ℓ2(r2) = 0, the budget constraints would then imply c2(r̄) > c2(r2) and c3(r̄) < c3(r2). As a

result, we would have

Ru′(c3(r2)) < Ru′(c3(r̄)) = r̄u′(c2(r̄)) < r̄u′(c2(r2)).

It would then follow from the first-order condition for ℓ2(r2) that

w2(r2) = Rqr2u
′(c3(r2))− r2qr2u

′(c2(r2)) < r̄qr2u
′(c2(r2))− r2qr2u

′(c2(r2)) = (r̄ − r2)µ2(r2).

But the first-order conditions for ℓ1 and r1 ≥ r̄ would then imply

w1 = R
∑
r2

µ3(r2)− r1µ1 =
∑
r2

r2µ2(r2) +

r̂2∑
r2=r

w2(r2)− r1
∑
r2

µ2(r2)

<
∑
r2

(r2 − r1)µ2(r2) +

r̂2∑
r2=r

(r̄ − r2)µ2(r2)

<

r̂2∑
r2=r

(r̄ − r1)µ2(r2)

≤ 0,
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where the last inequality follows from r̄ ≤ r1. The strict inequality here contradicts the fact

that w1 is non-negative.

With these lemmas in hand, we are ready to prove the proposition.

Proof of Proposition 2. Lemmas 1-3 establish that the solution has e1 > 0 and e2(r2) =

ℓ2(r2) = 0 for any r2. In other words, the fund will hold excess liquidity exiting period 1,

it will use all of its liquid assets in period 2, and it will not liquidate investment in period

2. The only remaining question is whether it will liquidate investment in period 1, that is,

whether ℓ1 = 0 or ℓ1 > 0. The first-order condition for an interior choice of ℓ1 combined

with the budget constraints and the results of Lemmas 1-3 can be solved for

cl1 = cl2(r2) = r1(1− π) + π and cl3(r2) = R(1− π) +
R

r1
π for any r2. (27)

This choice will solve the problem if and only if sets ℓ1 ≥ 0, which requires

cl1 ≥
π

π + δ(1− π)
. (28)

Otherwise, the solution will set ℓ1 = 0, which generates

cn1 = cn2 (r2) =
π

π + δ(1− π)
and cn3 (r2) =

R

1− δ
for any r2. (29)

Together, equations (27) - (28) establish the result.

A.2 Run detected in period 2

Next, we prove Proposition 3′, which determines the time-consistent payments when a run is

detected in period 2. Proposition 3, as stated in in Section 2.5, assumes the redemption fee

in period 1 is small enough that the fund would not choose to hold excess liquidity in period

2. The more general result we prove here does not impose this assumption, and Proposition

3 follows from it as a special case. We focus on this special case in the main text to simplify

the exposition, but we use the generalized result in Appendix C to provide a more complete

characterization of the best general run-proof policy.

Proposition 3′. When m1 ≤ π and m1+m2 > π, condition (TC2) requires the fund to set
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c2(m1,m2, r2) = min

{
max

{
π −m1c1(m1)

m2︸ ︷︷ ︸
no liquidation

,
r2(1− π) + π −m1c1(m1)

1−m1︸ ︷︷ ︸
liquidation at t = 2

}
,
R(1− π) + π −m1c1(m1)

1−m1︸ ︷︷ ︸
excess liquidity at t = 2

}

c3(m1,m2, r2) = max

{
min

{
R(1− π)

1−m1 −m2︸ ︷︷ ︸
no liquidation

,
R(1− π) + R

r2
[π −m1c1(m1)]

1−m1︸ ︷︷ ︸
liquidation at t = 2

}
,
R(1− π) + π −m1c1(m1)

1−m1︸ ︷︷ ︸
excess liquidity at t = 2

}
.

Proof. Under condition (TC2), when m1 ≤ π and m1+m2 > π, the fund’s problem in period

2 given c1(m1) and r2 is

max m2u(c2) + (1−m1 −m2)u(c3)

s.t. m2c2 + e2 = π −m1c1(m1) + ℓ2r2

(1−m1 −m2)c3 = R(1− π − ℓ2) + e2

e2 ≥0, ℓ2 ≥ 0.

Letting µ1, µ2, ν1, and w1 be the corresponding multipliers, the first order conditions are

u′(c2) = µ1 [c2]

u′(c3) = µ2 [c3]

µ2 + ν1 = µ1 [e2]

r1µ1 + w1 = Rµ2 [ℓ2]

The complementarity slackness [CS] conditions are ν1e2 = 0 and w1ℓ2 = 0. The same

argument used in the proof of Lemma 1 shows that having both e2 > 0 and ℓ2 > 0 cannot

be optimal. That leaves three possilbe configurations for the solution: (i) e2 = ℓ2 = 0, (ii)

e2 > 0 and ℓ2 = 0, and (iii) e2 = 0 and ℓ2 > 0. We consider each of these cases in turn.

(i) If the solution has e2 = ℓ2 = 0 (no excess liquidity and no liquidation), it is given by

cn2 (m1,m2) =
π −m1

m2

, cn3 (m1,m2) =
R(1− π)

1−m1 −m2

.

(ii) If the solution has e2 > 0 and ℓ2 = 0 (excess liquidity and no liquidation), the first

order condition and [CS] condition for e2 implyµ1 = µ2 and, therefore, c2 = c3. The budget
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constraints then imply

ce2(m1,m2, r2) = ce3(m1,m2, r2) =
R(1− π) + π −m1

1−m1

.

Note that e2 = π − m1c1(m1) − m2c
e
2 > 0 if and only if ce2(m1,m2, r2) > π−m1c1(m1)

m2
=

cn2 (m1,m2).

(iii) If the solutions has e2 = 0 and ℓ2 > 0 (liquidation and no excess liquidity), the first

order condition and [CS] condition for ℓ2 imply

r2u
′(c2) = Ru′(c3) ⇒ c3 =

R

r2
c2.

Substitutiing this relationship into the budget constraints yields

cl2(m1,m2, r2) =
r2(1− π) + π −m1

1−m1

, cl3(m1,m2, r2) =
R(1− π) + R

r2
(π −m1)

1−m1

.

Note that ℓ2 = 1
r
[m2c

l
2(m1,m2; r2) − π + m1] > 0 if and only if cl2(m1,m2; r2) > π−m1

m2
=

cn2 (m1,m2). Therefore, the optimal solution to the fund’s problem at t = 2 when m1 ≤ π

and m1 +m2 > π is the following:

c2(m1,m2, r2) = min{max{cn2 (m1,m2), c
l
2(m1,m2, r2)}, ce2(m1,m2, r2)}

c3(m1,m2, r2) = max{min{cn3 (m1,m2), c
l
3(m1,m2, r2)}, ce3(m1,m2, r2)},

which completes the proof.

To see that Proposition 3 follows as a special case of this result, first note that for any

m1,m2 and r2, we have cl2(m1,m2, r2) < ce2(m1,m2, r2). If c1(m1) ≥ 1
m1

[
π − R(1−π)m2

1−m1−m2

]
,

then cn2 (m1,m2) ≤ ce2(m1,m2, r2), also holds for any m1,m2 and r2. In other words, as long

as c1(m1) is not too small, c2 will necessarily equal the larger of cn2 and cℓ2. The budget

constraints then imply that c3 will necessarily equal the smaller of cn3 and cℓ3, and we have

c2(m1,m2, r2) = max{cn2 (m1,m2), c
l
2(m1,m2, r2)}

c3(m1,m2, r2) = min{cn3 (m1,m2), c
l
3(m1,m2, r2)},

as stated in Proposition 3.
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B Additional examples of preemptive runs

In this appendix, we expand on the example presented in Section 3.2 showing that a preemp-

tive run equilibrium can exist when the fund aims to implement the first-best allocation. We

present additional examples that show this equilibrium exists for a wide range of parameter

values and that provide insight into how the fragility of the fund depends on parameters.

The first set of examples demonstrates that a preemptive run equilibrium can exist for

distributions of π1 besides the uniform distribution used in Figure 1.

Example 1: Let π = 0.5, R = 1.04
1
12 , r1 = r̄ = 0.98, r = 0.8, and q = 0.5. We consider

two probability distributions for π1 ∈ [0, π]:

(a) A truncated normal distribution with mean µ = 0 and standard deviation σ = 0.3;

(b) A truncated normal distribution with mean µ = 0.5 and standard deviation σ = 0.3;

The density function of distribution (a) is strictly decreasing on [0, π], while that of dis-

tribution (b) is strictly increasing. In this sense, the two distributions represent opposite

departures from the uniform distribution used for the example in Figure 1. Figure 10 shows

the expected values of redeeming in period 1 (in red) and waiting (in blue) for a non-type 1

investor when all other attentive investors redeem. We refer to the range of values for δ for

which the run equilibrium exists as the fragile set. The figure shows that the fragile set is

significant in both cases.

(a) Truncated normal with µ = 0 and σ = 0.3 (b) Truncated normal with µ = 0.5 and σ = 0.3

Figure 10: Fragility region of δ with different distribution of π1

Note that distribution (b) assigns higher probability to larger values of π1, which implies

that a run is more likely to be detected in the first period. Comparing the two panels of the
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figure shows that the fragile set becomes smaller in this case. If we increase the mean of the

distribution further, to µ = 0.9, the blue line will lie everywhere above the red line and a run

equilibrium will not exist for any value of δ (not pictured here). These patterns illustrate that

a run equilibrium is more likely to exist when fundamental redemption demand in period 1

is smaller. As discussed in the main text, the incentive for an investor to run in this model

comes from the possibility that the run will not be detected until period 2, which gives the

investor an opportunity to withdraw before a redemption fee is imposed. If π1 is likely to be

very close to π, a run is likely to be detected in period 1, in which case investors are unable

to redeem before the fee is applied and have no incentive to join a run.

The second set of examples explores how the fragile set changes as we vary other parameter

values, holding the distribution of π1 fixed.

Example 2: Let r1 = r̄ = 0.9 and assume π1 follows a truncated normal distribution with

mean µ = 0.2 and standard deviation σ = 0.3. We consider the following four cases:

(a) π = 0.5, R = 1.04
1
12 , r = 0.8, q = 0.5;

(b) π = 0.5, R = 1.04
1
12 , r = 0.8, q = 0.2;

(c) π = 0.6, R = 1.04
1
12 , r = 0.8, q = 0.5;

(d) π = 0.5, R = 1.02
1
12 , r = 0.8, q = 0.5;

Figure 11 presents the fragility diagram for each of these four cases. Take panel (a) as a

baseline. Notice that, relative to the example in Figure 10, we have decreased the liquida-

tion value r1 from 0.98 to 0.9. This lower liquidation value leads to higher time-consistent

redemption fees, which cause the fragile set to shrink. This result is counterintuitive: in

standard models, a bank/fund becomes more fragile when the liquidation value of its assets

decreases because these assets will be depleted more quickly during a run. Recall, however,

that investors in our model do not run because they fear the fund will exhaust its resources

in period 1; the time-consistent redemption fee policy prevents that outcome. Instead, in-

vestors run if they think the redemption fee in period 1 is will be too low on average and

the redemption fee in period 2 will likely be larger. A decrease in the current liquidation

value of assets r1, holding the distribution of r2 fixed, makes this outcome less likely and,

therefore, reduces the incentive to run.

Moving from panel (a) to panel (b) in Figure 11, there is more downside risk in the future

liquidation value, that is, the lower value r is more likely to occur. This change cases the

fragile set to expand. In other words, a preemptive run equilibrium is more likely to exist
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when the market liquidity conditions are more likely to deteriorate. This result is intuitive

because, as emphasized above, the incentive to run in our model arises from the possibility

that the redemption fee will be larger in the future. A lower realization of r2 would make

the time-consistent redemption fee in period 2 larger, increasing this concern.

Moving from panel (a) to panel (c), the total fraction of impatient investors increases. Hold-

ing the distribution of π1 fixed, this change implies that a run is less likely to be detected in

the first period. As a result, the fragile set increases in size, as shown in the figure. Finally,

moving from panel (a) to panel (d), the return on matured investment decreases. The figure

shows that this change also increases the size of the fragile set (slightly), at least in this

example, because the benefit of waiting to withdraw is smaller.

(a) π = 0.5, R = 1.04
1
12 , r = 0.8, q = 0.5 (b) π = 0.5, R = 1.04

1
12 , r = 0.8, q = 0.2

(c) π = 0.6, R = 1.04
1
12 , r = 0.8, q = 0.5 (d) π = 0.5, R = 1.02

1
12 , r = 0.8, q = 0.5

Figure 11: Fragility region of δ with different parameters
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C Properties of the best general run-proof policy

In this appendix, we provide a detailed characterization of the best general run-proof policy

studied in Section 4.1. As part of the analysis, we prove several results that are referred to

in the discussion in the main text.

C.1 Setup and first-order conditions

Let C denote the set of all continuous payment functions c1(m1) ≤ 1 when m1 ∈ [δ, π]. For

any c1(m1) ∈ C, by change of variables (m1 = π1 + δ(1− π1)), we can rewrite the run-proof

constraint (15) as

R
(
c1(m1)

)
=

∫ π

δ

ln
(
c1(m1)

)
− pm1−δ

1−δ

Er2

[
ln
(
c2(m1,m2, r2)

)]
−
(
1− pm1−δ

1−δ

)
Er2

[
ln
(
c3(m1,m2, r2)

)]
 fn

(
m1 − δ

1− δ

)
dm1 − (1− δ)T ≤ 0,

where m2 = π + δ(1− π)−m1, the payments c2 and c3 are given by Proposition 3′, and T

is defined in equation (14). For any contract c1(m1) ∈ C, welfare in the no-run equilibrium

(16) is given by

W
(
c1(m1)

)
=

∫ π

δ

[
m1 ln

(
c1(m1)

)
+ (π −m1) ln

(
cN2 (m1)

)
+ (1− π) ln

(
cN3 (m1)

)]
f(m1)dm1 + C,

where C =
∫ δ

0
(1−π) ln(R)f(m1)dm1 and the payments cN2 and cN3 are as defined in equations

(17) - (18) with π1 = m1. The best general run-proof policy then solves the following problem:

max
c1(m1)∈C

W
(
c1(m1)

)
[PG]

s.t. R
(
c1(m1)

)
≤ 0.

As shown in Proposition 3′, there are three different regions for the payments c2 and c3 in

the run-proof constraint, depending on the choice of c1(m1), m1 and the realization of r2.

For simplicity, we focus on the case where c2 and c3 are in the liquidation region, with

c2(m1,m2, r2) =
r2(1− π) + π −m1c1(m1)

1−m1

, c3(m1,m2, r2) =
R

r2
c2(m1,m2, r2).

All of the examples we study satisfy this condition under the optimal schedule c∗1(m1). The

analysis can be extended to the case where the payments c2 and c3 in the run-proof constraint

50



lie in the other regions identified in Proposition 3′ at the cost of additional notation and

complexity.

For the payments cN2 and cN3 in the objective function, we retain the full expressions defined

in equations (17) and (18), which include the max and min operators, for two reasons. First,

in some examples we study, cN2 and cN3 move between regions depending on the value of

m1. Second, maintaining the max and min operators in the objective function illustrates the

complication involved in solving problem [PG].

Let W
(
m1, c1(m1)

)
denote the integrand of the welfare measure W

(
c1(m1)

)
If

c1(m1) ≥ c̄(m1) = R− (R− 1)
π

m1

⇔ π −m1c1(m1)

π −m1

≤ R(1− π) + π −m1c1(m1)

1−m1

then we can write this integrand as

W (m1, c1) =

[
m1 ln(c1) + (π −m1) ln

(
π −m1c1
π −m1

)
+ (1− π) ln(R)

]
f(m1).

Taking its partial derivative with respect to c1 yields

Wc1(m1, c1) = m1

(
1

c1
− π −m1

π −m1c1

)
f(m1) = m1

1− c1
c1

π

π −m1c1
f(m1).

If, instead, we have c1(m1) < c̄(m1), then the integrand is

W (m1, c1) =

[
m1 ln(c1) + (1−m1) ln

(
R(1− π) + π −m1c1

1−m1

)]
f(m1),

and its partial derivative with respect to c1 is

Wc1(m1, c1) = m1

(
1

c1
− 1−m1

AR −m1c1

)
f(m1) = m1

AR − c1
c1(AR −m1c1)

f(m1),

where AR = R(1 − π) + π. Note that Wc−1
(m1, c̄) = Wc+1

(m1, c̄) but Wc1c
−
1
(m1, c̄) ̸=

Wc1c
+
1
(m1, c̄). Therefore, W (m1, c1) is a non-smooth function of c1 given any m1.

Similarly, let R
(
m1, c1(m1)

)
denote the integrand of the incentive to run R

(
c1(m1)

)
:

R(m1, c1) =

 ln(c1)− pm1−δ
1−δ

Er2

[
ln
( r2(1−π)+π−m1c1

1−m1

)]
−
(
1− pm1−δ

1−δ

)
Er2

[
ln
(
R
r2

r2(1−π)+π−m1c1
1−m1

)]
 fn

(
m1 − δ

1− δ

)
.
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Taking its partial derivative with respect to c1 yields

Rc1(m1, c1) =

(
1

c1
+

m1

1−m1

Er2

[
1−m1

Ar2 −m1c1

])
fn

(
m1 − δ

1− δ

)
= Er2

[
Ar2

c1(Ar2 −m1c1)

]
fn

(
m1 − δ

1− δ

)
,

where Ar2 = r2(1− π) + π. Following equation (20), define

L(m1, c1) ≡
Wc1(m1, c1)

Rc1(m1, c1)
=

F (m1, c1)

G(m1, c1)
H(m1), (30)

where F
G
is the marginal benefit-cost ratio and is given by

F (m1, c1)

G(m1, c1)
=


(
Er2

[
Ar2 (π−m1c1)

π(1−c1)(Ar2−m1c1)

])−1

if c1 ≥ c̄(m1)(
Er2

[
Ar2 (AR−m1c1)

(AR−c1)(Ar2−m1c1)

])−1

if c1 < c̄(m1),

and

H(m1) =
m1f(m1)

fn
(
m1−δ
1−δ

) (31)

is the weighted likelihood ratio. As in the main text, the best policy c∗1(m1) is implicitly

defined by the first-order condition

L(m1, c1) = λ for all m1 ∈ [δ, π].

The properties of the best policy are thus determined by the properties of the L function,

which we study in the next section.

C.2 Properties of the L function

In this section, we prove two lemmas that establish properties of the L function defined

in equation (30). The first result shows that L is decreasing in c1, while the second result

provides a sufficient condition for L to be increasing in m1.

Lemma 4. L(m1, c1) is decreasing in c1 ∈ [0, 1] for any m1 ∈ [0, π].

Proof. First note that the weighted likelihood ratio H(m1) does not depend on c1, so the we

only need to show that the the marginal benefit-cost ratio F
G
is decreasing in c1. Choose any
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m1 ∈ [0, π]. First, we show that F (m1,c1)
G(m1,c1)

is decreasing in c1 ∈ [c̄(m1), 1], which is equivalent

to showing that ∂
∂c1

(
(1−c1)(Ar2−m1c1)

π−m1c1

)
≤ 0 for any r2. Note that

∂

∂c1

(
(1− c1)(Ar2 −m1c1)

π −m1c1

)
=

1

(π −m1c1)2
[(Ar2 − π)(m1 − π)− (m1c1 − π)2] ≤ 0.

The inequality follows from the facts that Ar2 > π, m1 ≤ π and c1 ≤ 1.

Next, we show that F (m1,c1)
G(m1,c1)

is strictly decreasing in c1 ∈
[
0, c̄(m1)

)
, which is equivalent to

showing that ∂
∂c1

(
(AR−c1)(Ar2−m1c1)

AR−m1c1

)
< 0 for any r2. Note that

∂

∂c1

(
(AR − c1)(Ar2 −m1c1)

AR −m1c1

)
= −AR(1−m1)(Ar2 −m1c1) +m1(AR − c1)(AR −m1c1)

(AR −m1c1)2
< 0,

where the strict inequality follows from m1 < 1, R > 1 and m1c1 < Ar2 < AR. Since
F (m1,c1)
G(m1,c1)

is continuous at c1 = c̄(m1), it is decreasing in c1 ∈ [0, 1].

Lemma 5. If H ′(m1) ≥ 0 and H′(m1)
H(m1)

≥ 1
r(1−π)+π−m1

− 1
R(1−π)+π−m1

, then Lm1(m1, c1) ≥ 0

for any m1 ∈ [0, π] and c1 ∈ [0, 1].

Proof. For any (m1, c1) such that c1 ≥ c̄(m1), we have

L(m1, c1) =

(
Er2

[
Ar2(π −m1c1)

π(1− c1)(Ar2 −m1c1)

])−1

H(m1).

Note that π−m1c1
Ar2−m1c1

is strictly decreasing in m1. Therefore, it follows from H ′(m1) ≥ 0 that

Lc1(m1, c1) ≥ 0. For any (m1, c1) such that c1 < c̄(m1), we have

L(m1, c1) =

(
Er2

[
Ar2(AR −m1c1)

(AR − c1)(Ar2 −m1c1)

])−1

H(m1).

Let g(m1, c1; r2) = AR−m1c1
Ar2−m1c1

, which is a strictly increasing function in m1 since Ar2 < AR.

Note that∣∣∣∣gm1(m1, c1; r2)

g(m1, c1; r2)

∣∣∣∣ = c1(AR − Ar2)

(AR −m1c1)(Ar2 −m1c1)
≤ AR − Ar2

(AR −m1)(Ar2 −m1)
≤ 1

Ar −m1

− 1

AR −m1

.

Here, the first inequality follows from c ≤ 1, and the second inequality follows from r2 ≥ r.

Therefore, we have∣∣∣∣H ′(m1)

H(m1)

∣∣∣∣ ≥ 1

Ar −m1

− 1

AR −m1

≥
∣∣∣∣gm1(m1, c1; r2)

g(m1, c1; r2)

∣∣∣∣ ,
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which implies that g(m1,c1;r2)
H(m1)

is a decreasing function for any r2. As a result, we have

Lm1(m1, c1) ≥ 0.

Lemma 5 shows that the function L is increasing in m1 if the weighted likelihood ratio is

increasing at a relatively high rate. It is straightforward to see that if π1 ∼ U [0, π], the

weighted likelihood ratio H(m1) is increasing and satisfies the relative growth rate condition

in the lemma. In addition, the conditions are satisfied by a variety of probability distributions

for π1. For example, consider a truncated normal distribution with mean µ = 0 and standard

deviation σ = 0.2, while keeping other parameters the same as the example in Section 3.

As shown in Figure 12, the weighted likelihood ratio is increasing and satisfies the relative

growth rate condition for all m1 ∈ [δ, π].

(a) Weighted likelihood ratio H(m1) (b) Growth rate vs Lower bound

Figure 12: Sufficient conditions on weighted likelihood ratio in Lemma 5

C.3 When is the fee decreasing in redemption demand?

The next proposition relates the monotonicity of the best general run-proof policy c∗1(m1)

to the function L. In particular, it shows that c∗1(m1) is an increasing function over some

interval if and only if L(m1, c1) is increasing in m1 on that interval.

Proposition 7. The best general run-proof policy c∗1(m1) is increasing on I ⊆ [δ, π] if and

only if Lm1 (m1, c
∗
1(m1)) ≥ 0 for m1 ∈ I.

Proof. We first prove the “if” part by contradiction. Pick any I ⊆ [δ, π]. Suppose that

Lm1 (m1, c
∗
1(m1)) ≥ 0 for m1 ∈ I. Suppose that there exists an interval (a, b) ⊆ I such

that c∗1(m1) is a strictly decreasing function. Without loss of generality, pick x1, x2 ∈ (a, b)
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such that x1 < x2, c
∗
1(x1) ≥ c̄(x1) and c∗1(x2) ≥ c̄(x2). We want to construct a c′1(m1) ∈ C

that is run-proof but attains higher welfare in the no-run equilibrium than c∗1(m1). Pick any

∆ ∈ (0, x2−x1

2
). Consider the following c′1(m1):

c′1(m1) =


c∗1(m1)− α

[
η1(m1)

Rc1(m1,c∗1(m1))
+Kη1(m1)

]
if m1 ∈ [x1, x1 +∆]

c∗1(m1) + α η2(m1)

Rc1(m1,c∗1(m1))
if m1 ∈ [x2 −∆, x2]

c∗1(m1) Otherwise,

where α > 0 and K > 0 can be made arbitrarily small, and

η1(m1) = −
(
m1 −

2x1 +∆

2

)2

+
∆2

4
;

η2(m1) = −
(
m1 −

2x2 −∆

2

)2

+
∆2

4
.

First, note that η1(x1) = η1(x1 +∆) = 0 and η2(x2 −∆) = η2(x2) = 0. Therefore, c′1(m1) is

a continuous function, i.e., c′1(m1) ∈ C. Next, it is straightforward to check that η1(m1) =

η2(m
′
1) whenever |m1 − x1| = |m′

1 − x2 +∆| for any m1 ∈ [x1, x1 +∆] and m′
1 ∈ [x2 −∆, x2].

Furthermore, define

M1 =

∫ x1+∆

x1

Rc1

(
m1, c

∗
1(m1)

)
η1(m1)dm1;

M2 =

∫ x2

x2−∆

Wc1

(
m1, c

∗
1(m1)

)
η1(m1)dm1;

M3 =

∫ x2

x2−∆

L
(
m1, c

∗
1(m1)

)
η2(m1)dm1 −

∫ x1+∆

x1

L
(
m1, c

∗
1(m1)

)
η1(m1)dm1.

Since Wc1 > 0 and Rc1 > 0, it follows from the definition of η1(m1) that M1 > 0 and

M2 > 0. Also, since x1 < x2 and c∗1(x1) > c∗1(x2), it follows from the proof of Lemma 4 and

Lm1(m1, c
∗
1(m1)) ≥ 0 that M3 > 0. We choose K such that K < M3

M1+M2
.

To see if c′1(m1) is run-proof, we first define the following two functionals:

Jx1(c1) =

∫ x1+∆

x1

R
(
m1, c1(m1)

)
dm1;

Jx2(c1) =

∫ x2

x2−∆

R
(
m1, c1(m1)

)
dm1.

By the definition of the first variation of a functional, or the Gateau derivative of a functional,
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we have

Jx1

(
c∗1 − α

(
1

Rc1

+K

)
η1

)
= Jx1(c

∗
1)− δJx1|c∗1

((
1

Rc1

+K

)
η1

)
α + o(α),

where limα→0
o(α)
α

= 0, and

δJx1|c∗1

((
1

Rc1

+K

)
η1

)
=

∫ x1+∆

x1

Rc1

(
m1, c

∗
1(m1)

) [ 1

Rc1(m1, c∗1(m1))
+K

]
η1(m1)dm1

=

∫ x1+∆

x1

η1(m1)dm1 +K

∫ x1+∆

x1

Rc1

(
m1, c

∗(m1)
)
η1(m1)dm1.

Therefore, we have

Jx1(c
∗
1)− Jx1

(
c∗1 − α

(
1

Rc1

+K

)
η1

)
= α

[∫ x1+∆

x1

η1(m1)dm1 +K

∫ x1+∆

x1

Rc1

(
m1, c

∗
1(m1)

)
η1(m1)dm1

]
− o(α). (32)

Similarly, we have

Jx2(c
∗
1)− Jx2

(
c∗1 + α

η2
Rc1

)
= −α

∫ x2

x2−∆

η2(m1)dm1 − o(α). (33)

It follows from equations (32) and (33) that∫ π

δ

R
(
m1, c

∗
1(m1)

)
dm1 −

∫ π

δ

R
(
m1, c

′
1(m1)

)
dm1

= Jx1(c
∗
1)− Jx1

(
c∗1 − α

(
1

Rc1

+K

)
η1

)
+ Jx2(c

∗
1)− Jx2

(
c∗1 + α

η2
Rc1

)
= α

[∫ x1+∆

x1

η1(m1)dm1 −
∫ x2

x2−∆

η2(m1)dm1

]
+ αK

∫ x1+∆

x1

Rc1

(
m1, c

∗
1(m1)

)
η1(m1)dm1 − 2o(α)

= αK

∫ x1+∆

x1

Rc1

(
m1, c

∗
1(m1)

)
η1(m1)dm1 − 2o(α),

where the last equality follows from the way we construct η1(m1) and η2(m1). By the

definition of o(α), we can find a small enough α > 0 such that |o(α)| < 1
2
αKM1. Therefore,

we have ∫ π

δ

R
(
m1, c

∗
1(m1)

)
dm1 −

∫ π

δ

R
(
m1, c

′
1(m1)

)
dm1 = αKM1 − 2o(α)
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≥ αKM1 − 2|o(α)|

> 0.

Since
∫ π

δ
R (m1, c

∗
1(m1)) dm1 ≤ (1− δ)T , it follows that c′1(m1) is run-proof. Next, we show

that c′1(m1) attains a higher welfare in the no-run equilibrium than c∗1(m1). Following the

same analysis above yields∫ π

δ

W
(
m1, c

∗
1(m1)

)
dm1 −

∫ π

δ

W
(
m1, c

′
1(m1)

)
dm1

= α


∫ x1+∆

x1

Wc1

(
m1,c∗1(m1)

)
Rc1

(
m1,c∗1(m1)

) η1(m1)dm1

−
∫ x2

x2−∆

Wc1

(
m1,c∗1(m1)

)
Rc1

(
m1,c∗1(m1)

) η2(m1)dm1

+ αKM2 − 2o(α)

= α

 ∫ x1+∆

x1
L (m1, c

∗
1(m1)) η1(m1)dm1

−
∫ x2

x2−∆
L (m1, c

∗
1(m1)) η2(m1)dm1

+ αKM2 − 2o(α)

≤ −αM3 + αKM2 + 2|o(α)|

< α(KM2 −M3) + αKM1

< 0,

where the last strict inequality follows from K < M3

M1+M2
. Therefore, there exists a general

policy c′1(m1) ∈ C that is run-proof and achieves a higher welfare in the no-run equilibrium

than c∗1(m1), which contradicts the fact that c∗1(m1) is the best general run-proof policy.

Lastly, we prove the “only if” part by contradiction as well. Pick any I ⊆ [δ, π]. Suppose

that the best general run-proof policy c∗1(m1) is increasing in I. Suppose that there exists

an interval (a, b) ⊆ I such that Lm1 (m1, c
∗
1(m1)) < 0 for m1 ∈ (a, b). By following a similar

argument as above, we can construct a general policy that is run-proof and offers a higher

welfare in the no-run equilibrium than c∗1(m1), leading to a contradiction.

Together with Lemma 5, Proposition 7 provides a sufficient condition for the redemption fee

to be a decreasing function of redemption demand over any sub-interval of [δ, π]. However,

this condition is only sufficient; many examples that do not satisfy the condition nevertheless

have a strictly decreasing fee policy. The example in the next section is one such case.
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C.4 The calibrated example

In Section 5, we calibrate the distribution of π1 to match data on daily redemption demand

from SEC (2023). (See Figure 6.) Our calibrated distribution is a truncated normal with

upper bound π = 0.1301, mean µ = 0.0032, and standard deviation σ = 0.0427. The other

parameter values we use in the example are R = 1.04
1

180 , r1 = r̄ = 1, r = 0.8, q = 0.

First, given those parameter values, the best robust policy c̄∗R = 0.978, m̄∗
R = 0.084 and

δL = 0.039. Panel (a) of Figure 13 plots the weighted likelihood ratio H(m1) in [m̄∗
R, π] for

this example. The figure shows that the ratio is decreasing in this case, meaning it does not

satisfy the sufficient condition identified in Lemma 5. Nevertheless, panel (b) shows that

the best general run-proof policy c∗1(m1) based on δL is strictly increasing on the interval

[m̄∗
R, π]. This example demonstrates that the sufficient condition is not tight; the increasing

property holds in many other cases as well. We use the fact that this property holds for the

calibrated distributon in our policy discussion in Section 5.

(a) Weighted likelihood ratio H(m1) (b) Best general run-proof policy

Figure 13: Weighted likelihood ratio and best general policy for the calibrated example
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D The best simple run-proof policy

In this appendix, we prove Proposition 4′ which characterizes the best simple run-proof

policy when the parameter δ is known. Proposition 4, as stated in Section 4.2, requires the

best general run-proof policy to be increasing on the interval [δ, π]. The more general result

we prove here only requires it to be increasing on a subset of this interval, [mT , π] for some

mT ≥ δ, and determines the best simple policy with a threshold in this subset. Proposition

4 follows immediately as a special case with mT set to δ. The more general result is used to

establish Proposition 5 at the end of Section 4.3, which characterizes the best robust simple

policy.

Consider the following “truncated” problem of solving for the best simple run-proof policy

with a threshold in mT ∈ [0, π]:

max
(m̄,c̄)∈P

W
(
m̄, c̄

)
[P S(mT )]

s.t. m̄ ≥ mT .

Note that setting mT = 0 yields the optimal policy problem discussed in Section 4.2. The

following proposition characterizes the solution to the more general problem [P S(mT )].

Proposition 4′. Given any mT ≥ δ, suppose that the best general policy c∗1(m1) based on δ

is increasing on [mT , π]. Suppose that there exists a unique cT < 1 such that R(mT , cT ) = 0.

Then (mT , cT ) is the unique optimal solution to problem [P S(mT )].

Proof. Choose any mT ≥ δ. For m̄ ≥ mT , by change of variables
(
m1 = π1 + δ(1− π1)

)
, we

can rewrite (22) as

R(m̄, c̄; δ) =

∫ m̄

δ

Er2

[
ln

(
1−m1

Ar2 −m1

)]
fn

(
m1 − δ

1− δ

)
dm1

+

∫ π

m̄

Er2

[
ln

(
c̄(1−m1)

Ar2 −m1c̄

)]
fn

(
m1 − δ

1− δ

)
dm1 − (1− δ)T,

where Ar2 = r2(1− π) + π. Taking the partial derivatives of R(m̄, c̄) gives us

Rm̄(m̄, c̄; δ) = Er2

[
ln

(
Ar2 − m̄c̄

c̄(Ar2 − m̄)

)]
fn

(
m̄− δ

1− δ

)
> 0,

Rc̄(m̄, c̄; δ) =

∫ π

m̄

Er2

[
Ar2

c̄(Ar2 −m1c̄)

]
fn

(
m1 − δ

1− δ

)
dm1 > 0.
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Next, let m̂(c̄) = (R−1)π
R−c̄

. Note that π−m̂(c̄)c̄
π−m̂(c̄)

= AR−m̂(c̄)c̄
1−m̂(c̄)

. If m̄ ≤ m̂(c̄), we have

cN2 (m1, c̄) =


π−m1c̄
π−m1

if m1 ∈ [m̄, m̂(c̄)]

AR−m1c̄
1−m1

if m1 ∈ (m̂(c̄), π).

Therefore, the corresponding welfare function in the no-run equilibrium is

WA(m̄, c̄) =

∫ m̂(c̄)

m̄

[
m1 ln(c̄) + (π −m1) ln

(
π −m1c̄

π −m1

)
+ (1− π) ln(R)

]
f(m1)dm1

+

∫ π

m̂(c̄)

[
m1 ln(c̄) + (1−m1) ln

(
AR −m1c̄

1−m1

)]
f(m1)dm1 +

∫ m̄

0

(1− π) ln(R)f(m1)dm1.

Taking the partial derivatives of WA(m̄, c̄) gives us

WA
m̄(m̄, c̄) = −[m̄ ln(c̄) + (π − m̄) ln(

π − m̄c̄

π − m̄
)]f(m̄),

WA
c̄ (m̄, c̄) =

∫ m̂(c̄)

m̄

π(1− c̄)

c̄(π −m1c̄)
m1f(m1)dm1 +

∫ π

m̂(c̄)

AR − c̄

c̄(AR −m1c̄)
m1f(m1)dm1.

If m̄ > m̂(c̄), we have cN2 (m1, c̄) =
AR−m1c̄
1−m1

for m1 ≥ m̄. The corresponding welfare function

in the no-run equilibrium is

WB(m̄, c̄) =

∫ m̄

0

(1− π) ln(R)f(m1)dm1 +

∫ π

m̄

[
m1 ln(c̄) + (1−m1) ln

(
AR −m1c̄

1−m1

)]
f(m1)dm1.

Taking the partial derivatives of WB(m̄, c̄) gives us

WB
m̄(m̄, c̄) = (1− π) ln(R)f(m̄)− [m̄ ln(c̄) + (1− m̄) ln(

AR − m̄c̄

1− m̄
)]f(m̄),

WB
c̄ (m̄, c̄) =

∫ π

m̄

AR − c̄

c̄(AR −m1c̄)
m1f(m1)dm1.

Note that, at the point (m̄, c̄) such that m̄ = x̂(c̄), we have WA
m̄(m̄, c̄) = WB

m̄(m̄, c̄) and

WA
c̄ (m̄, c̄) = WB

c̄ (m̄, c̄). Therefore, the indifference curve of W(m̄, c̄) is differentiable ev-

erywhere. To complete the proof, we will show that the indifference curve of W(m̄, c̄)

is strictly flatter than the frontier of the run-proof set P , i.e., WA
m̄(m̄,c̄)

WA
c̄ (m̄,c̄)

< Rm̄(m̄,c̄;δ)
Rc̄(m̄,c̄;δ)

and
WB

m̄(m̄,c̄)

WB
c̄ (m̄,c̄)

< Rm̄(m̄,c̄;δ)
Rc̄(m̄,c̄;δ)

, at any (m̄, c̄) ∈ P with m̄ ≥ mT and c̄ ≤ cT < 1.

We begin this final step by presenting a lemma whose proof is straightforward and, therefore,

omitted.
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Lemma 6. Suppose the functions f1(x), f2(x), and g(x) satisfy the following conditions: (i)

g(x) ≥ 0 for x ∈ [a, b], (ii) f1(x)
g(x)

is increasing in [a, c], (iii) f2(x)
g(x)

is increasing in [c, b], and

(iv) f1(c)
g(c)

= f2(c)
g(c)

. Then ∫ c

a
f1(x)dx+

∫ b

c
f2(x)dx∫ b

a
g(x)dx

≥ f1(a)

g(a)
.

To adapt the result in Lemma 6 to our problem here, let f1(m1) = (1−c̄)π
c̄(π−m1c̄)

m1f(m1),

f2(m1) =
AR−c̄

c̄(AR−m1c̄)
m1f(m1), and

g(m1) = Er2

[
Ar2

c̄(Ar2 −m1c̄)

]
fn

(
m1 − δ

1− δ

)
.

Since the best general policy c∗1(m1) based on δ is increasing in [δ, π], it follows from Propo-

sition 7 that Lm1(m1, c̄) ≥ 0 for m1 ∈ [m̄, π]. Therefore, f1(m1)
g(m1)

is increasing in [m̄, m̂(c̄)],
f2(m1)
g(m1)

is increasing in [m̂(c̄), π], and f1(m̂(c̄))
g(m̂(c̄))

= f2(m̂(c̄))
g(m̂(c̄))

. Using Lemma 6, we then have

WA
c̄ (m̄, c̄)

Rc̄(m̄, c̄; δ)
=

∫ m̂(c̄)

m̄
f1(m1)dm1 +

∫ π

m̂(c̄)
f2(m1)dm1∫ π

m̄
g(m1)dm1

≥ f1(m̄)

g(m̄)
=

πm̄(1− c̄)

Er2

[
Ar2 (π−m̄c̄)

Ar2−m̄c̄

]
︸ ︷︷ ︸

≡TA
1 (m̄,c̄)

f(m̄)

fn
(
m̄−δ
1−δ

) ,

and

WB
c̄ (m̄, c̄)

Rc̄(m̄, c̄; δ)
=

∫ π

m̄
f2(m1)dm1∫ π

m̄
g(m1)dm1

≥ m̄(AR − c̄)

Er2

[
Ar2 (AR−m̄c̄)

Ar2−m̄c̄

]
︸ ︷︷ ︸

≡TB
1 (m̄,c̄)

f(m̄)

fn
(
m̄−δ
1−δ

) .

Note that

WA
m̄(m̄, c̄)

Rm̄(m̄, c̄; δ)
=

−
[
m̄ ln(c̄) + (π − m̄) ln

(
π−m̄c̄
π−m̄

)]
Er2

[
ln
(

Ar2−m̄c̄

c̄(Ar2−m̄)

)]
︸ ︷︷ ︸

≡TA
2 (m̄,c̄)

f(m̄)

fn
(
m̄−δ
1−δ

) ,

and

WB
m̄(m̄, c̄)

Rm̄(m̄, c̄; δ)
=

(1− π) ln(R)f(m̄)−
[
m̄ ln(c̄) + (1− m̄) ln

(
AR−m̄c̄
1−m̄

)]
Er2

[
ln
(

Ar2−m̄c̄

c̄(Ar2−m̄)

)]
︸ ︷︷ ︸

≡TB
2 (m̄,c̄)

f(m̄)

fn
(
m̄−δ
1−δ

) .
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Note that, for any m̄ ∈ [0, π], TA
1 (m̄, 1) = TA

2 (m̄, 1) and TB
1 (m̄, 1) ≥ TB

2 (m̄, 1). It follows

from c̄ < 1 that

TA
1 (m̄, c̄)− TA

2 (m̄, c̄) > TA
1 (m̄, 1)− TA

2 (m̄, 1) = 0

TB
1 (m̄, c̄)− TB

2 (m̄, c̄) > TB
1 (m̄, 1)− TB

2 (m̄, 1) ≥ 0,

which completes the proof.

Note that Proposition 4 in Section 4.2 follows directly from this result by setting mT = δ,

and Proposition 5 in Section 4.3 follows by setting mT = m̄∗
R.
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